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#### Abstract

The Partition of Unity Finite Element Method (PUFEM) has been widely used for the numerical simulation of the Helmholtz equation in different physical settings. In fact, it is a numerical pollution-free alternative method to the classical piecewise polynomial-based finite element methods. Taking into account a plane wave enrichment of the piecewise linear finite element method, the main goal of this work is focused on the derivation of the numerical dispersion relation and the robustness analysis of the PUFEM discretization when a spurious perturbation is presented in the wave number value used in the enrichment definition. From the one-dimensional Helmholtz equation, the discrete wave number is estimated based on a Bloch's wave analysis and a priori error estimates are computed explicitly in terms of the mesh size, the wave number, and the perturbation value.
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## 1. Introduction

The accurate numerical simulation of time-harmonic wave propagation phenomena has been one of the most challenging goals over the last decades [16,29] due to the oscillating behavior of the related solutions at the middle and high-frequency regime. In fact, the Helmholtz equation represents the prototypical model of this kind of phenomena arising in different fields such as acoustics [10], electromagnetics [3], mechanics [19], or hydrodynamics [14], among many others.

The numerical simulation of the Helmholtz's like models can be performed by means of finitedifference methods [34], spectral methods [33], boundary element methods [24] or finite element methods [17, 18, 37] (both in $h$ and $h p$-versions). Any of these methods suffer at some extent of the so-called phenomenon of numerical pollution [5], which corrupts the accuracy of these numerical methods when the wave number value is high, or the points per wavelength used in the discretization are not enough to guarantee that the asymptotic regime of the expected theoretical convergence is reached.

In the particular case of standard polynomial-based Galerkin approximations when they are applied to Helmholtz's like equations, there exist a variety of numerical methods which explicitly

[^0]use particular solutions of the Helmholtz model such as [4, 7, 21, 36] to modify the discrete space including on it oscillatory functions such as plane waves. Among this type of so-called pollutionfree methods, the Partition of the Unity Finite Element Method [26] has been utilized in a wide variety of time-harmonic wave propagation problems (see for instance, [15, 20, 23]).

The computational advantages of the PUFEM method have been illustrated numerically by using different enrichment procedures (see, e.g. [25]) as well as its ill-conditioned behavior for low values of the wave number or for using a refined mesh as a partition of unity (see for instance [27,38] among others). Despite these detailed numerical studies, the theoretical analysis of this partition of unity methods has been only developed partially. More precisely, after the PUFEM method was introduced in the middle nineties, some a priori error estimates where obtained [25] and later, related to Vekua's theory, plane wave approximations have been analyzed in [28], all of them without an explicit treatment of the error estimates in terms of the wave number value.

All these previous studies have been mainly based on the fact that a constant wave number value is a priori known without the presence of any spurious errors. However, if either heterogeneous materials are considered or uncertainties are assumed in the data of the Helmholtz model, then the wave number value could contain a perturbation error, which would affect the accuracy of the enrichment used to define the PUFEM method. For instance, this case is relevant in the structural analysis of three-dimensional trusses or framed structures [30], where the elastic properties of each beam component suffer spatial variations due to the aging processes of the materials.

As far as the author's knowledge goes, there is not any theoretical study of the PUFEM method (and, in general, for any other enriched pollution-free methods), where an error analysis is provided when the enriched functions present spurious perturbations in their definition. Consequently, the present work represents a stepping stone to the full analysis of the PUFEM method in higher dimensions.

In summary, in the present work, the plane wave enrichment of the PUFEM method is introduced by assuming a spurious perturbation error on the wave number value for the one-dimensional Helmholtz equation. In this setting, once the discrete Green function associated with the PUFEM discrete problem is computed explicitly, the discrete dispersion relation is obtained. The robustness of the PUFEM method is studied by deriving error estimates expressed explicitly in terms of the mesh size, the wave number, and the perturbation value. With this purpose, a global interpolation procedure (based on a pre-asymptotic interpolation-like operator and a $\mathbb{P}_{2}$-polynomial based interpolant) for highly-oscillatory functions and a partial orthogonalization of the discrete space (which splits the PUFEM discrete space between vertex-value functions and twin-bubble functions) has been derived.

The structure of this manuscript is organized as follows: The one-dimensional Helmholtz boundary-value problem with Dirichlet and Robin boundary conditions is described in Section 2, as well as its variational formulation and the associated inf-sup condition. The PUFEM discretization is discussed in detail in Section 3. Then, a discrete inf-sup condition is proved (based on a global condensation procedure and the study of the discrete dispersion relation), and the existence and uniqueness of the discrete solution and its stability with respect to the boundary data are obtained in Section 4. An error estimate for the PUFEM is deduced in Section 7. Finally, some numerical results are presented in Section 8. The extension of the proposed analysis to higher dimensions and the conclusions are included in Sections 9 and 10, respectively. The interpolation estimates for the PUFEM discrete space in Appendix A.

## 2. Model problem

The time-harmonic wave propagation in isotropic homogeneous compressible media is modeled linearly by means of the Helmholtz equation. Throughout this work, a one-dimensional model will be studied. Without loss of generality, the computational domain is considered as the interval $(0,1)$ (otherwise, a change of scale could be performed to transform the domain into the unit interval). Analogously to the model problem used in [17] for the FEM analysis, the following boundary-value problem is analyzed:

$$
\left\{\begin{align*}
-u^{\prime \prime}-k^{2} u & =f \text { in }(0,1),  \tag{1}\\
u(0) & =u_{0} \\
u^{\prime}(1)-i k u(1) & =u_{1}
\end{align*}\right.
$$

where $u$ and $f$ are complex-valued functions. The source term $f$ is assumed to be independent of $k$. The boundary data $u_{0}, u_{1} \in \mathbb{C}$ and the wave number $k>0$ are constant. From an acoustic point of view, $u$ could be understood as the complex-valued time-harmonic amplitude of the pressure field in a compressible fluid at a fixed wave number $k$.

Since a Dirichlet boundary condition is assumed at $x=0$ and a complex-valued Robin condition is imposed at $x=1$, it is straightforward to check that the model problem has a unique solution. Also, the boundary data $u_{0}$ and $u_{1}$ can be considered null without loss of generality (otherwise, a lift by a smooth function could be used to translate the solution). Hence, the solution will belong to the space

$$
\mathrm{V}=\left\{v \in \mathrm{H}^{1}(0,1) ; v(0)=0\right\}=\mathrm{H}_{(0}^{1}(0,1),
$$

and so the variational formulation of problem (1) with homogeneous boundary conditions can be written as follows:

$$
\left\{\begin{array}{l}
\text { Given } f \in \mathrm{~L}^{2}(0,1), \text { find } u \in \mathrm{~V} \text { such that }  \tag{2}\\
B_{k}(u, v)-i k u(1) \bar{v}(1)=\int_{0}^{1} f(x) \bar{v}(x) \mathrm{d} x \quad \forall v \in \mathrm{~V}
\end{array}\right.
$$

where the sesquilinear form $B_{k}: \mathrm{V} \times \mathrm{V} \rightarrow \mathbb{C}$ is defined by

$$
\begin{equation*}
B_{k}(u, v)=\int_{0}^{1}\left(u^{\prime}(x) \bar{v}^{\prime}(x)-k^{2} u(x) \bar{v}(x)\right) \mathrm{d} x, \quad u, v \in \mathrm{~V} \tag{3}
\end{equation*}
$$

The inf-sup condition on the sesquilinear form $(u, v) \mapsto B_{k}(u, v)-i k(1) u(1) \bar{v}(1)$ ensures the existence and uniqueness of solution for problem (2) and the continuous dependence with respect to the data. It can even be shown that this condition can be obtained explicitly in terms of the wave number $k$ (see [17]). Then, it holds the stability estimate $|u|_{1} \leq C k\left(\left.| | f\right|_{0}+\left|u_{1}\right|\right)$, being $C>0$ a constant independent on $k$.

## 3. PUFEM discrete problem

Following [26]: the PUFEM technique is introduced as a Galerkin method where the basis is obtained by multiplying Finite Element (FE) functions by some oscillatory terms, acting at a
frequency close to the expected frequency in the solution of the problem. Then, as a first key component, an equispaced mesh is considered, this is,

$$
\begin{equation*}
\mathcal{T}_{h}=\left\{x_{j}=h j: j=0, \ldots, n\right\} \subset[0,1], \tag{4}
\end{equation*}
$$

consisting of $n+1$ nodes with mesh size $h=1 / n$, and its related standard Lagrange $\mathbb{P}_{1} \mathrm{FE}$ basis. For the second key component in the PUFEM discretization (see [25, 31]), plane wave solutions of the homogeneous Helmholtz equation will be used. However, in the present work, instead of working with exact solutions of the Helmholtz equation (which would not be known in closed-form for time-harmonic problems with spatially dependent wave numbers), an additional perturbation parameter $\delta$ is introduced in these functions, in order to reproduce a lack of knowledge on the exact solutions. Hence, the perturbed plane waves used to describe the PUFEM discrete space are $e^{i(k+\delta) x}$ and $e^{-i(k+\delta) x}$. Consequently, the discrete functions are given by

$$
\psi_{j}^{-}(x)=\varphi_{j}(x) e^{-i(k+\delta)\left(x-x_{j}\right)}, \quad \psi_{j}^{+}(x)=\varphi_{j}(x) e^{+i(k+\delta)\left(x-x_{j}\right)} \quad \text { for } j=0, \ldots, n
$$

where $\left\{\phi_{j}\right\}_{j=0}^{n}$ are the canonical basis functions of the $\mathbb{P}_{1}$-Lagrange FE discrete space. So, the functional spaces are defined by

$$
\begin{align*}
\mathrm{X}_{h} & =\left\langle\left\{\psi_{j}^{-}\right\}_{j=0}^{n} \cup\left\{\psi_{j}^{+}\right\}_{j=0}^{n}\right\rangle  \tag{5}\\
\mathrm{V}_{h} & =\left\{v_{h} \in \mathrm{X}_{h} ; v_{h}(0)=0\right\}=\mathrm{X}_{h} \cap \mathrm{H}_{(0}^{1}(0,1) \tag{6}
\end{align*}
$$

In this manner, the discrete PUFEM approximation, $u_{h}$, is defined as the solution of the following linear problem:

$$
\left\{\begin{array}{l}
\text { Given } f \in \mathrm{~L}^{2}(0,1), \text { find } u_{h} \in \mathrm{~V}_{h} \text { such that }  \tag{7}\\
B_{k}\left(u_{h}, v_{h}\right)-i k u_{h}(1) \bar{v}_{h}(1)=\int_{0}^{1} f(x) \bar{v}_{h}(x) \mathrm{d} x \quad \forall v_{h} \in \mathrm{~V}_{h}
\end{array}\right.
$$

### 3.1. Trigonometric discrete basis

The exponential terms in $\mathrm{V}_{h}$ can be split and rewritten, for any $v_{h} \in \mathrm{X}_{h}$,

$$
\begin{equation*}
v_{h}(x)=\sum_{j=0}^{n}\left(v_{h j}^{\mathrm{v}} \boldsymbol{\varphi}_{j}(x) \cos \left((k+\boldsymbol{\delta})\left(x-x_{j}\right)\right)+v_{h j}^{\mathrm{b}} \boldsymbol{\varphi}_{j}(x) \sin \left((k+\delta)\left(x-x_{j}\right)\right)\right), \tag{8}
\end{equation*}
$$

where $v_{h j}^{\mathrm{v}}, v_{h j}^{\mathrm{b}} \in \mathbb{C}$. As it is usual in a finite element framework, the description of the finite element discrete space is made by means of the writing the discrete functions in terms of the local expressions in the element of reference. Taking into account the affine transformation $F_{j}: \hat{T} \rightarrow T_{j}$ from the reference element $\hat{T}=[0,1]$ onto the finite element $T_{j}=\left[x_{j-1}, x_{j}\right]$, given by $F_{j}(\hat{x})=h(\hat{x}+$ $j-1)$, with $\hat{x} \in[0,1]$, then the discrete PUFEM space $X_{h}$ can be defined by $\left\{\psi_{j}^{\mathrm{v}}\right\}_{j=0}^{n} \cup\left\{\psi_{j}^{\mathrm{b}}\right\}_{j=0}^{n}$ where $\psi_{j}^{\mathrm{v}} \mid T_{j+1} \circ F_{j+1}(\hat{x})=(1-\hat{x}) \cos ((k+\boldsymbol{\delta}) h \hat{x})$ and $\left.\psi_{j}^{\mathrm{b}}\right|_{T_{j+1}} \circ F_{j+1}(\hat{x})=(1-\hat{x}) /((k+\delta) h) \sin ((k+$ $\delta) h \hat{x}$ ) for $j=0, \ldots, n-1$. Analogous expressions hold for the restrictions of these functions in the element $T_{j}$. Then, $\mathrm{V}_{h}=\mathrm{V}_{h}^{\mathrm{v}} \oplus \mathrm{V}_{h}^{\mathrm{b}}$ where $\mathrm{V}_{h}^{\mathrm{v}}=\left\langle\left\{\psi_{j}^{\mathrm{v}}\right\}_{j=1}^{n}\right\rangle$ and $\mathrm{V}_{h}^{\mathrm{b}}=\left\langle\left\{\psi_{j}^{\mathrm{b}}\right\}_{j=0}^{n}\right\rangle$. Due to the definition of $\left\{\psi_{j}^{\vee}\right\}_{j=1}^{n}$, the degrees of freedom associated with those functions $v_{h}$ in $\mathrm{V}_{h}^{\mathrm{v}}$ are the values on the
vertices of the mesh. In fact, it holds

$$
v_{h}=\sum_{j=1}^{n} v_{h}\left(x_{j}\right) \psi_{j}^{\mathrm{v}}, \quad \forall v_{h} \in \mathrm{~V}_{h}^{\mathrm{v}}
$$

Due to the relation written above, the discrete space $\mathrm{V}_{h}^{\mathrm{V}}$ will be called vertex-valued discrete space. Also, notice that the functions $v_{h}^{\mathrm{b}} \in \mathrm{V}_{h}^{\mathrm{b}}$ are null at all the vertices of the mesh. However, the basis $\left\{\psi_{j}^{\mathrm{b}}\right\}_{j=0}^{n}$ of this discrete space $\mathrm{V}_{h}^{\mathrm{b}}$ does not behave as the typical polynomial bubble basis in standard piecewise continuous $\mathbb{P}^{p}$-finite elements with $p \geq 2$. In that classical case, each discrete function in the basis of the polynomial bubble subspace could be non-null only in an unique element mesh $T_{j}$. More precisely, in this PUFEM discretization, the bubble functions $\left\{\psi_{j}^{\mathrm{b}}\right\}_{j=0}^{n}$ extend their support to two adjacent elements $T_{j} \cup T_{j+1}$, and at the interior of each element, its local shape resembles the classical polynomial bubbles (with opposite sign in each element). For this reason, the space $\mathrm{V}_{h}^{\mathrm{b}}$ is called twin-bubble discrete space.

Remark 3.1. A similar decomposition can be performed in higher dimensions, splitting the discrete space in two different spaces: the subspace generated by nodal basis functions, whose degrees of freedom can be identified to their pointwise values at the vertices of the mesh, and the other discrete subspace containing the discrete functions which are null at all the vertices of the mesh. In the later case, the dimension of this bubble-like subspace will depend on the number of plane-waves used to enrich the PUFEM discretization. More precisely, in the two-dimensional case, once a preferred angles of incidence are chosen, $\theta_{l}, l=0, \ldots, M$, typically uniformly distributed in $[0,2 \pi)$, a discrete PUFEM function $v_{h} \in \mathrm{~V}_{h}$ is given by

$$
v_{h}(\vec{x})=\sum_{j=0}^{n} \sum_{l=0}^{M} \varphi_{j}(\vec{x}) e^{i \vec{k}_{l} \cdot \vec{x}}
$$

with $\vec{k}_{l}=(k+\delta)\left(\cos \theta_{l}, \sin \theta_{l}\right)$. In this case, the dimension of the PUFEM discrete $\mathrm{X}_{h}$ is $(n+$ $1)(M+1)$, and its splitting into two subspaces of vertex-valued and bubble-like functions have dimensions of $n+1$ and $(n+1) M$, respectively.

## 4. Global condensation procedure

Before the derivation of a priori error estimates for PUFEM, it should be ensured the existence and uniqueness of solution of the discrete problem (7), what cannot be addressed straightforward within the discrete functional setting introduced above. In the following sections, the space of the twin-bubble functions and the vertex-valued functions will be used separately to decouple the discrete problem in two independent discrete problems. Throughout the entire manuscript, different assumptions have been used in lemmas and theorems. For the sake of conciseness, they are listed in what follows:
(H1) Assume $|\delta| / k \leq 1$, which means that the wave number perturbation $\delta$ introduces a relative error with respect to the exact wave number $k$ smaller than $100 \%$.
(H2) There exists a constant value $\varepsilon>1$ such that the wave number $k>\varepsilon$.
(H3) There exists a constant value $0<\alpha<1$ such that $h(k+|\delta|) \leq \alpha$.
(H4) There exists a constant value $\beta>0$ such that $\delta^{4} h^{4}<(1-\beta) /(\sqrt{2} \hat{C})$, being $\hat{C}$ the approximation constant involved in (A.17).
(H5) There exists a constant value $\varepsilon>0$ such that $\varepsilon \leq h(k+\delta)$.
To mimic the local condensation procedure used in $\mathbb{P}^{p}$-finite elements (see [18]), a similar orthogonal procedure will be applied to $\mathrm{V}_{h}$. However, due to the non-empty intersection between the supports of the basis functions in the twin-bubble space $\mathrm{V}_{h}^{\mathrm{b}}$, it is not possible to compute this orthogonalization locally (in the interior of each element $T_{j}$ ). The condensation procedure is applied to a global problem stated in the whole domain $(0,1)$, introducing an unusual functional framework. Firstly, the $\mathrm{H}^{1}$-bubble space is defined by

$$
\mathrm{H}_{\mathcal{T}_{h}}^{1}(0,1)=\left\{v \in \mathrm{H}^{1}(0,1): v(x)=0 \text { for all } x \in \mathcal{T}_{h}\right\} .
$$

Analogously to the functional spaces $\mathbf{H}_{(0}^{1}(0,1)$ or $\mathbf{H}_{0}^{1}(0,1)$, the space $\mathbf{H}_{\mathcal{T}_{h}}^{1}(0,1)$ is a Hilbert space endowed with the inner product associated with the $\mathrm{H}^{1}$-seminorm $|\cdot|_{1}$.

Lemma 4.1. Under hypothesis (H3), if $B_{k}$ is defined by (3) then the sesquilinear form given by $(u, v) \mapsto B_{k}(u, v)-i k u(1) \bar{v}(1)$ for all $u, v \in \mathrm{H}_{\mathcal{T}_{h}}^{1}(0,1)$ is continuous, hermitian and coercive.
Proof. Firstly, since $u(1)=v(1)=0$ for any $u, v \in \mathbf{H}_{\mathcal{T}_{h}}^{1}(0,1)$ then it is clear that the sesquilinear form defined in the statement of the lemma coincides with $B_{k}$ and hence it is hermitian $(B(u, v)=$ $\overline{B(v, u)}$ for all $\left.u, v \in \mathrm{H}_{\mathcal{T}_{h}}^{1}(0,1)\right)$. The continuity of $B_{k}$ in $\mathrm{H}_{\mathcal{T}_{h}}^{1}(0,1)$ follows directly from the continuity of $B_{k}$ in $\mathrm{H}_{(0}^{1}(0,1)$. However, a sharper continuity constant (smaller than $1+k^{2}$ ) can be obtained as follows. If it is introduced $\hat{v}_{j}=\left.v\right|_{T_{j}} \circ F_{j}$ defined in $(0,1)$ then for any fixed $u, v \in \mathrm{H}_{\mathcal{T}_{h}}^{1}(0,1)$, it holds

$$
\begin{aligned}
& \left|B_{k}(u, v)\right|=\left|\sum_{j=1}^{n} \int_{T_{j}}\left(u^{\prime}(x) \bar{v}^{\prime}(x)-k^{2} u(x) \bar{v}(x)\right) \mathrm{d} x\right| \\
& \quad \leq \sum_{j=1}^{n} \frac{1}{h} \int_{0}^{1}\left|\hat{u}_{j}^{\prime}(\hat{x}) \overline{\hat{v}}_{j}^{\prime}(\hat{x})-(k h)^{2} \hat{u}_{j}(\hat{x}) \overline{\hat{v}}(\hat{x})\right| \mathrm{d} \hat{x} \leq \frac{1+(k h)^{2}}{h} \sum_{j=1}^{n}\left\|\hat{u}_{j}\right\|_{\mathrm{H}_{0}^{1}(0,1)}\left\|\hat{v}_{j}\right\|_{\mathrm{H}_{0}^{1}(0,1)} \\
& \quad \leq \sqrt{2}\left(1+(k h)^{2}\right)|u|_{\mathrm{H}_{0}^{1}(0,1)}|v|_{\mathrm{H}_{0}^{1}(0,1)} \leq \sqrt{2}\left(1+\alpha^{2}\right)|u|_{\mathrm{H}_{0}^{1}(0,1)}|v|_{\mathrm{H}_{0}^{1}(0,1)},
\end{aligned}
$$

where it has been used the $\mathrm{H}^{1}$-Cauchy-Schwarz estimate in the second inequality, the Poincare estimate $\|u\|_{1} \leq \sqrt{1+1 / \pi^{2}}|u|_{1}<\sqrt{2}|u|_{1}$ in the third inequality (see [18, Lemma 2.2]), and the $n$-dimensional Cauchy-Schwarz estimate in the first inequality, and hypothesis (H3) in the last inequality. In addition, notice that $u^{\prime}(x)$ denotes $\mathrm{d} u / \mathrm{d} x$ for $x \in T_{j}$ whereas $\hat{u}_{j}^{\prime}$ denotes $\mathrm{d} \hat{u}_{j} / \mathrm{d} \hat{x}$ for $\hat{x} \in(0,1)$ and any $j=1, \ldots, n$.

The coercivity of form $B_{k}$ is also deduced using similar arguments. More precisely, it holds

$$
\begin{aligned}
B_{k}(u, u) & =\sum_{j=1}^{n} \int_{T_{j}}\left(\left|u^{\prime}(x)\right|^{2}-k^{2}|u(x)|^{2}\right) \mathrm{d} x=\sum_{j=1}^{n} \int_{0}^{1} \frac{1}{h}\left(\left|\hat{u}_{j}^{\prime}(\hat{x})\right|^{2}-(k h)^{2}\left|\hat{u}_{j}(\hat{x})\right|^{2}\right) \mathrm{d} \hat{x} \\
& \geq \frac{\pi^{2}-\alpha^{2}}{\pi^{2}} \frac{1}{h} \sum_{j=1}^{n} \int_{0}^{1}\left|\hat{u}_{j}^{\prime}(\hat{x})\right|^{2} \mathrm{~d} \hat{x}=\frac{\pi^{2}-\alpha^{2}}{\pi^{2}} \sum_{j=1}^{n}|u|_{\mathrm{H}_{0}^{1}\left(T_{j}\right)}^{2}=\frac{\pi^{2}-\alpha^{2}}{\pi^{2}}|u|_{\mathrm{H}_{0}^{1}(0,1)}^{2}
\end{aligned}
$$

where it has been used that $(k h)^{2}<\alpha^{2}$ (from (H3)) is smaller than $\pi^{2}$, which is the smallest eigenvalue of the second-order derivative $-\mathrm{d}^{2} / \mathrm{d} \hat{x}^{2}$ in $(0,1)$ (see [18, Lemma 2.2]).

In addition to the result stated above, the Lax-Milgram lemma also ensures the existence and uniqueness of solution of the variational problem: under assumption (H3), which leads to $h k \leq$ $\alpha<\pi$, and given $f \in \mathrm{~L}^{2}(0,1)$, find $v \in \mathrm{H}_{\mathcal{T}_{h}}^{1}(0,1)$ such that

$$
\begin{equation*}
B_{k}(v, \phi)=\langle f, \phi\rangle_{\mathrm{L}^{2}(0,1)} \text { for all } \phi \in \mathrm{H}_{\mathscr{T}_{h}}^{1}(0,1) \tag{9}
\end{equation*}
$$

From the coercivity of $B_{k}$ and the Poincare inequality $\|v\|_{0} \leq|v|_{1}$, it is straightforward the estimate

$$
\begin{equation*}
|v|_{1} \leq \frac{\pi^{2}}{\pi^{2}-\alpha^{2}}\|f\|_{0} \tag{10}
\end{equation*}
$$

It is also clear from the definition of the twin-bubble space that $\mathrm{V}_{h}^{\mathrm{b}} \subset \mathrm{H}_{\mathcal{T}_{h}}^{1}(0,1)$. Since $B_{k}$ is coercive in $\mathrm{H}_{\mathcal{T}_{h}}^{1}(0,1)$, it will also be coercive in $\mathrm{V}_{h}^{\mathrm{b}}$, and $B_{k}$ defines an inner product in both spaces, equivalent to the product associated with the seminorm $|\cdot|_{1}$. Hence, under assumption (H3), the analogous discrete version of the problem (9): given $f \in \mathrm{~L}^{2}(0,1)$, find $v_{\mathrm{b}} \in \mathrm{V}_{h}^{\mathrm{b}}$ such that

$$
\begin{equation*}
B_{k}\left(v_{\mathrm{b}}, \phi_{\mathrm{b}}\right)=\left\langle f, \phi_{\mathrm{b}}\right\rangle_{\mathrm{L}^{2}(0,1)} \text { for all } \phi_{\mathrm{b}} \in \mathrm{~V}_{h}^{\mathrm{b}}, \tag{11}
\end{equation*}
$$

has a unique solution, and it also holds

$$
\begin{equation*}
\left|v_{\mathrm{b}}\right|_{1} \leq \frac{\pi^{2}}{\pi^{2}-\alpha^{2}}\|f\|_{0} \tag{12}
\end{equation*}
$$

Despite the previous estimates (in the continuous and discrete variational problems guarantees the well-posedness of both problems), the estimate (10) is not sharp and it can be improved as follows: taking into account that $\mathrm{H}_{\mathcal{T}_{h}}^{1}(0,1)=\bigoplus_{j=1}^{n} \mathrm{H}_{0}^{1}\left(T_{j}\right)$ (understanding that the inclusion of $\mathrm{H}_{0}^{1}\left(T_{j}\right)$ in $\mathrm{H}_{0}^{1}(0,1)$ is made by the extension by zero of those functions defined in $\left.T_{j} \subset(0,1)\right)$.
Lemma 4.2. Under hypothesis (H3) and given $f \in \mathrm{~L}^{2}(0,1), v \in \mathrm{H}_{\mathcal{T}_{h}}^{1}(0,1)$ is a solution of problem (9) if and only if $\left.v\right|_{T_{j}}=v_{j}$ is a solution of the problem

$$
\begin{equation*}
B_{k}\left(v_{j}, \phi\right)=\left\langle\left. f\right|_{T_{j}}, \phi\right\rangle_{\mathrm{L}^{2}\left(T_{j}\right)}, \text { for all } \phi \in \mathrm{H}_{0}^{1}\left(T_{j}\right) \tag{13}
\end{equation*}
$$

with $j=1, \ldots, n$. In addition, it holds

$$
\begin{equation*}
|v|_{1} \leq \frac{\pi^{2}}{\pi^{2}-\alpha^{2}} h\|f\|_{0} \tag{14}
\end{equation*}
$$

Proof. The equivalence between problems (9) and (13) is immediate. Defining $v_{j}=\left.v\right|_{T_{j}}$, taking test functions $\phi$ with compact support in $T_{j}$, and substituting in problem (9), then (13) is obtained. Reciprocally, if each $v_{j}$ is extended by zero to the exterior of $T_{j}$, and then these extensions $\chi_{T_{j}} v_{j}$ are summed up, then $v=\sum_{j=1}^{n} \chi_{T_{j}} v_{j}$ is the solution of problem (9). To asses this statement, it is enough to use that any $\phi \in \mathrm{H}_{\mathcal{I}_{h}}^{1}(0,1)$ can be rewritten as $\phi=\sum_{j=1}^{n} \chi_{T_{j}} \phi_{j}$ with $\phi_{j} \in \mathrm{H}_{0}^{1}\left(T_{j}\right)$, and add the variational formulations (13) from $j=1$ to $n$.

To obtain a sharper estimate, the variational problem (13) is rewritten in the reference element $(0,1)$. Hence, it is obtained that $\hat{v}_{j}=\left.v\right|_{T_{j}} \circ F_{j}$ is the solution of the variational problem

$$
\int_{0}^{1}\left(\hat{v}_{j}^{\prime}(\hat{x}) \overline{\hat{\phi}}^{\prime}(\hat{x}) \mathrm{d} \hat{x}-(k h)^{2} \hat{v}_{j}(\hat{x}) \overline{\hat{\phi}}(\hat{x})\right) \mathrm{d} \hat{x}=h^{2} \int_{0}^{1}\left(\left.f\right|_{T_{j}} \circ F_{j}\right)(\hat{x}) \overline{\hat{\phi}}(\hat{x}) \mathrm{d} \hat{x}
$$

for all $\phi \in \mathrm{H}_{0}^{1}\left(T_{j}\right)$ with $j=1, \ldots, n$. The analogous estimate to (10), but now applied to a problem stated in $T_{j}$, leads to $\left|\hat{v}_{j}\right|_{\mathrm{H}_{0}^{1}(0,1)} \leq \pi^{2} /\left(\pi^{2}-\alpha^{2}\right) h^{2}\left\|\left.f\right|_{T_{j}} \circ F_{j}\right\|_{\mathrm{L}^{2}(0,1)}$ and coming back to $T_{j}$ it is obtained $\left|v_{j}\right|_{\mathrm{H}_{0}^{1}\left(T_{j}\right)} \leq \pi^{2} /\left(\pi^{2}-\alpha^{2}\right) h\left\|\left.f\right|_{T_{j}}\right\|_{\mathrm{L}^{2}\left(T_{j}\right)}$. Estimate (14) follows adding the squares of the left and right-hand side in the inequality written above from $j=1, \ldots, n$.

Remark 4.3. A similar analysis could be addressed in higher-dimensions following the steppingstone idea of global condensation presented above, taking into account that the bubble-like subspace $\mathrm{V}_{h}^{\mathrm{b}}$ is going to be larger than in the one-dimensional case and the fact that the functional space $\mathrm{H}_{\mathcal{T}_{h}}^{1}(\Omega)=\left\{\phi \in \mathrm{H}^{1}(\Omega):\left.\phi\right|_{\partial T}=0, \forall T \in \mathcal{T}_{h}\right\}$ will involve functions which are null on the edges in two dimensional problems, or faces in the three-dimensional case. Notice that the classical condensation algorithm used in typical hp-fem discretizations [9] should be extended to the global setting proposed in this work and hence instead of using an elementwise orthogonalization procedure [35], global orthogonal relations should be considered as it has been already stated in the variational problem (16).

Since $V_{h}^{\mathrm{b}}$ cannot be rewritten as a direct sum of the space of bubbles functions with support in each finite element $T_{j}$, the proof of Lemma 4.2 cannot be replicated for the discrete problem (11). However, despite this drawback, the estimate (12) for the discrete solution can also be improved by using that the error $v-v_{\mathrm{b}}$ is orthogonal to $\mathrm{V}_{h}^{\mathrm{b}}$ with respect to the inner product $B_{k}$.
Lemma 4.4. Under hypothesis (H3) and given $f \in \mathrm{~L}^{2}(0,1)$, if $v_{\mathrm{b}} \in \mathrm{V}_{h}^{\mathrm{b}}$ is the solution of problem (11), then it holds

$$
\begin{equation*}
\left|v_{\mathrm{b}}\right|_{1} \leq \sqrt{2}\left(1+\alpha^{2}\right)\left(\frac{\pi^{2}}{\pi^{2}-\alpha^{2}}\right)^{2} h\|f\|_{0} \tag{15}
\end{equation*}
$$

Proof. From variational problems (9) and (11), it is clear that $B_{k}\left(v-v_{\mathrm{b}}, \phi_{\mathrm{b}}\right)=0$ for all $\phi_{\mathrm{b}} \in \mathrm{V}_{h}^{\mathrm{b}}$, or equivalently, $B_{k}\left(v_{\mathrm{b}}, \phi_{\mathrm{b}}\right)=B_{k}\left(v, \phi_{\mathrm{b}}\right)$. If $\phi_{\mathrm{b}}=v_{\mathrm{b}}$, taking into account the coercivity and the continuity of $B_{k}$ (see Lemma 4.1), and also estimate (14), it holds

$$
\frac{\pi^{2}-\alpha^{2}}{\pi^{2}}\left|v_{\mathrm{b}}\right|_{1}^{2} \leq\left|B_{k}\left(v_{\mathrm{b}}, v_{\mathrm{b}}\right)\right|=\left|B_{k}\left(v, v_{\mathrm{b}}\right)\right| \leq \sqrt{2}\left(1+\alpha^{2}\right)\left|v_{\mathrm{b}}\right|_{1}|v|_{1} \leq \frac{\sqrt{2}\left(1+\alpha^{2}\right) \pi^{2} h}{\pi^{2}-\alpha^{2}}\left|v_{\mathrm{b}}\right|_{1}\|f\|_{0}
$$

Since it can be supposed that $\left|v_{\mathrm{b}}\right|_{1}>0$ (otherwise $f=0$ and the lemma follows immediately), the expression above leads to (15), simplifying the factor $\left|v_{\mathrm{b}}\right|_{1}$ at the most right and most left terms of the inequalities written above.

For the subsequent parts of the existence and uniqueness results and the a priori error analysis, it will be useful to split the PUFEM discrete space as the direct sum $\mathrm{V}_{h}=\tilde{\mathrm{V}}_{h}^{\mathrm{v}} \oplus \mathrm{V}_{h}^{\mathrm{b}}$ where the orthogonality is computed by means of the inner product induced by form $B_{k}$. With this purpose, for each $\psi_{j}^{v}$, it will be defined $\tilde{\psi}_{j}^{v}=\psi_{j}^{v}+\xi_{j}^{\mathrm{b}}$ such that it is satisfied the orthogonal relation
$B_{k}\left(\tilde{\Psi}_{j}^{\mathrm{v}}, \phi^{\mathrm{b}}\right)=0$ for all $\phi^{\mathrm{b}} \in \mathrm{V}_{h}^{\mathrm{b}}$, or equivalently, find $\xi_{j}^{\mathrm{b}} \in \mathrm{V}_{h}^{\mathrm{b}}$ such that

$$
\begin{equation*}
B_{k}\left(\xi_{j}^{\mathrm{b}}, \phi^{\mathrm{b}}\right)=-B_{k}\left(\psi_{j}^{\mathrm{v}}, \phi^{\mathrm{b}}\right) \text { for all } \phi^{\mathrm{b}} \in \mathrm{~V}_{h}^{\mathrm{b}} . \tag{16}
\end{equation*}
$$

Notice again that this orthoganization procedure involves a global problem stated in the whole domain $(0,1)$ (whereas in the classical polynomial space it can be performed locally). Since $B_{k}$ is a coercive form in $\mathrm{H}_{\mathcal{T}_{h}}^{1}(0,1)$ and also in $\mathrm{V}_{h}^{\mathrm{b}}$, the application of the Lax-Milgram lemma guarantees the existence and uniqueness of solution of problem (16), and the estimate (15) with $f=\psi_{j}^{v} \in$ $\mathrm{L}^{2}(0,1)$ reads

$$
\begin{equation*}
\left|\xi_{j}^{v}\right|_{1} \leq \sqrt{2}\left(1+\alpha^{2}\right)\left(\frac{\pi^{2}}{\pi^{2}-\alpha^{2}}\right)^{2} h\left\|\psi_{j}^{v}\right\|_{0} \tag{17}
\end{equation*}
$$

In conclusion, the discrete PUFEM problem will be represented in terms of the partially orthogonal basis $\left\{\tilde{\Psi}_{j}^{v}\right\}_{j=1}^{n} \cup\left\{\psi_{j}^{\mathrm{b}}\right\}_{j=0}^{n}$, which induces the representation $\mathrm{V}_{h}=\tilde{\mathrm{V}}_{h}^{\mathrm{v}} \oplus \mathrm{V}_{h}^{\mathrm{b}}$.

Remark 4.5 (Invariant translation). Notice that, since the mesh is uniform (all the elements have the same length $h$ ), any discrete basis function in the trigonometric basis $\left\{\psi_{j}^{v}\right\}_{j=1}^{n} \cup\left\{\psi_{j}^{\mathrm{b}}\right\}_{j=0}^{n}$ is invariant under translation, i.e., $\psi_{j}^{\mathrm{v}}(x)=\psi_{m}^{\mathrm{v}}(x-h(j-m))$ and $\psi_{j}^{\mathrm{b}}(x)=\psi_{m}^{\mathrm{b}}(x-h(j-m))$. Consequently, the partial orthogonal basis $\left\{\tilde{\Psi}_{j}^{v}\right\}_{j=1}^{n} \cup\left\{\psi_{j}^{\mathrm{b}}\right\}_{j=0}^{n}$ also shares the same property since its functions are linear combination of the trigonometric basis functions. In addition, it is important to realize that $\tilde{\Psi}_{j}^{v}$ is symmetric with respect to $x=x_{j}$, i.e., $\tilde{\Psi}_{j}^{\mathrm{v}}\left(x_{j}+s\right)=\tilde{\Psi}_{j}^{\mathrm{v}}\left(x_{j}-s\right)$ for $0 \leq s \leq h$. Such symmetry property does not hold for the twin-bubble functions $\psi_{j}^{\mathrm{b}}$.

Now, taking into account this orthogonal relation between the different basis functions and its invariant translation property, problem (7) admits the matrix representation

$$
\begin{equation*}
\mathcal{L}_{h} \vec{u}_{h}=\vec{f}_{h}, \tag{18}
\end{equation*}
$$

where $\vec{u}_{h}=\left(\vec{u}_{h}^{\mathrm{v}}, \vec{u}_{h}^{\mathrm{b}}\right)=\left(u_{1}^{\mathrm{v}}, \ldots, u_{n}^{\mathrm{v}}, u_{0}^{\mathrm{b}}, \ldots, u_{n}^{\mathrm{b}}\right)^{t}$ are the coefficients of the discrete solution $u_{h} \in \mathrm{~V}_{h}$, given by

$$
u_{h}=\sum_{j=1}^{n} u_{j}^{\mathrm{v}} \tilde{\Psi}_{j}^{\mathrm{v}}+\sum_{j=0}^{n} u_{j}^{\mathrm{b}} \psi_{j}^{\mathrm{b}}
$$

and the matrix $\mathcal{L}_{h}($ of size $(2 n+1) \times(2 n+1))$ is defined by blocks as follows:

$$
\mathcal{L}_{h}=\left(\begin{array}{cc}
\mathcal{L}_{h}^{\mathrm{v}} & 0_{n \times(n+1)} \\
0_{(n+1) \times n} & \mathcal{L}_{h}^{\mathrm{b}}
\end{array}\right)
$$

where the $n \times n$ matrix $\mathcal{L}_{h}^{\mathrm{v}}$ and the $(n+1) \times(n+1)$ matrix $\mathcal{L}_{h}^{\mathrm{b}}$ are given by

$$
\mathcal{L}_{h}^{\mathrm{v}}=\left(\begin{array}{ccccc}
2 S_{h} & R_{h} & & &  \tag{19}\\
R_{h} & 2 S_{h} & R_{h} & & \\
& \ddots & \ddots & \ddots & \\
& & R_{h} & 2 S_{h} & R_{h} \\
& & & R_{h} & S_{h}-i k
\end{array}\right), \mathcal{L}_{h}^{\mathrm{b}}=\left(\begin{array}{ccccc}
S_{1 h}^{\mathrm{b}} & R_{h}^{\mathrm{b}} & & & \\
R_{h}^{\mathrm{b}} & S_{1 h}^{\mathrm{b}}+S_{2 h}^{\mathrm{b}} & R_{h}^{\mathrm{b}} & & \\
& \ddots & \ddots & \ddots & \\
& & R_{h}^{\mathrm{b}} & S_{1 h}^{\mathrm{b}}+S_{2 h}^{\mathrm{b}} & R_{h}^{\mathrm{b}} \\
& & & R_{h}^{\mathrm{b}} & S_{2 h}^{\mathrm{b}}
\end{array}\right) \text {, }
$$

being $S_{h}=B_{k}\left(\tilde{\Psi}_{j}^{v}, \tilde{\Psi}_{j}^{v}\right) / 2$ and $R_{h}=B_{k}\left(\tilde{\Psi}_{j}^{v}, \tilde{\Psi}_{j-1}^{v}\right)$ for any $j=1, \ldots, n-1$, and analogously $S_{1 h}^{\mathrm{b}}+$ $S_{2 h}^{\mathrm{b}}=B_{k}\left(\psi_{j}^{\mathrm{b}}, \psi_{j}^{\mathrm{b}}\right) / 2$ and $R_{h}=B_{k}\left(\psi_{j}^{\mathrm{b}}, \psi_{j-1}^{\mathrm{b}}\right)$ for any $j=1, \ldots, n-1$ (where $S_{1 h}$ is the contribution from the element $T_{j}$ and $S_{h 2}$ is that one coming from $\left.T_{j+1}\right)$. The right-hand side $\vec{f}=\left(\vec{f}_{h}^{\mathrm{v}}, \vec{f}_{h}^{\mathrm{v}}\right)=$ $\left(f_{1}^{\mathrm{v}}, \ldots, f_{n}^{\mathrm{v}}, f_{0}^{\mathrm{b}}, \ldots, f_{n}^{\mathrm{b}}\right)^{t}$ in (18) is given by the projection of $f$ on each element of the discrete basis, i.e.,

$$
f_{l}^{\mathrm{v}}=\int_{0}^{1} f \tilde{\Psi}_{l}^{\mathrm{v}} \mathrm{~d} x \quad \text { for } l=1, \ldots, n, \quad f_{j}^{\mathrm{b}}=\int_{0}^{1} f \psi_{j}^{\mathrm{b}} \mathrm{~d} x \quad \text { for } j=0, \ldots, n
$$

Hence, the solution of the linear system (18) can be decoupled in the two linear systems $\mathcal{L}_{h}^{\mathrm{v}} \vec{u}_{h}^{\mathrm{v}}=\vec{f}_{h}^{\mathrm{v}}$ and $\mathcal{L}_{h}^{\mathrm{b}} \vec{u}_{h}^{\mathrm{b}}=\vec{f}_{h}^{\mathrm{b}}$. The latter one is the matrix description of the discrete variational problem (9) and hence applying Lemma 4.4 and more precisely, the estimate (15), there exists a unique solution $u_{h}^{\mathrm{b}} \in \mathrm{V}_{h}^{\mathrm{b}}$, and it holds

$$
\begin{equation*}
\left|u_{h}^{\mathrm{b}}\right|_{1} \leq C h\|f\|_{0}, \tag{20}
\end{equation*}
$$

where $C$ is a positive constant independent of $k$, $\delta$, and $h$, once it is satisfied $h k \leq \alpha<\pi$.
The first linear system $\mathcal{L}_{h}^{\mathrm{v}} \vec{u}_{h}^{\mathrm{v}}=\vec{f}_{h}^{\mathrm{v}}$ is equivalent to the following variational problem: given $f \in \mathrm{~L}^{2}(0,1)$, find $v_{\mathrm{b}} \in \tilde{V}_{h}^{\mathrm{v}}$ such that

$$
\begin{equation*}
B_{k}\left(u_{h}^{\mathrm{v}}, \tilde{\phi}_{\mathrm{v}}\right)-i k u_{h}^{\mathrm{v}}(1) \overline{\tilde{\phi}}_{\mathrm{v}}(1)=\left\langle f, \tilde{\phi}_{\mathrm{v}}\right\rangle_{\mathrm{L}^{2}(0,1)} \text { for all } \tilde{\phi}_{\mathrm{b}} \in \tilde{V}_{h}^{\mathrm{v}} \tag{21}
\end{equation*}
$$

The following subsections will be devoted to ensuring the existence and uniqueness of the discrete problem (21). With this purpose, it will be analyzed the discrete dispersion relation associated to this discrete problem, the discrete Green's function, and finally, it will be shown the discrete inf-sup condition, which guarantees the well-posedness of problem (21).

It will be useful for the derivation of estimates by means of the Green's function to establish a relation of equivalence between the standard finite element norms for continuous piecewise $\mathbb{P}^{1}$ finite elements (defined with respect to its point-wise values) and the corresponding $\mathrm{L}^{2}-$ and $\mathrm{H}^{1}$ norms using the vector of point-wise values of the PUFEM space $\tilde{V}_{h}^{\mathrm{v}}$. More precisely, the $\mathrm{L}^{2}$-finite element norm $\|\cdot\|_{0, \mathrm{fe}}$ and $\mathrm{H}^{1}$-finite element seminorm $|\cdot|_{1, \text { fe }}$ for a vector of point-wise values $\vec{v}=\left(v_{1}, \ldots, v_{n}\right)^{t}$ associated to a finite element function $v_{\mathrm{fe}}=\sum_{j=1}^{n} v_{j} \varphi_{h}$ are defined as follows:

$$
\begin{equation*}
\left\|v_{\mathrm{fe}}\right\|_{\mathrm{L}^{2}(0,1)}=\|\vec{v}\|_{0, \mathrm{~V}_{h}^{\mathrm{fe}}}=\left(h \sum_{j=1}^{n}\left|v_{j}\right|^{2}\right)^{\frac{1}{2}}, \quad\left|v_{\mathrm{fe}}\right|_{\mathrm{H}^{1}(0,1)}=|\vec{v}|_{1, \mathrm{~V}_{h}^{\mathrm{fe}}}=\left(h \sum_{j=1}^{n}\left|\frac{v_{j}-v_{j-1}}{h}\right|^{2}\right)^{\frac{1}{2}} \tag{22}
\end{equation*}
$$

where it is assumed that $v_{0}=0$ (due to the homogeneous Dirichlet condition at $x=0$ ). Analogously, the PUFEM norms associated to a function $v_{h}=\sum_{j=1}^{n} v_{j} \tilde{\Psi}_{j}^{v} \in \tilde{V}_{h}^{\mathrm{v}}$ associated to its pointwise value vector $\vec{v}=\left(v_{1}, \ldots, v_{n}\right)$ are defined by

$$
\begin{equation*}
\left\|v_{h}\right\|_{L^{2}(0,1)}=\|\vec{v}\|_{0, \tilde{V}_{h}^{v}}=\left(\vec{v}^{*} \tilde{\mathcal{M}}_{h} \vec{v}\right)^{\frac{1}{2}}, \quad\left|v_{h}\right|_{\mathrm{H}^{1}(0,1)}=|\vec{v}|_{1, \tilde{V}_{h}^{v}}=\left(\vec{v}^{*} \tilde{\mathcal{K}}_{h} \vec{v}\right)^{\frac{1}{2}} \tag{23}
\end{equation*}
$$

where $\left[\tilde{\mathcal{M}}_{h}\right]_{j l}=\int_{0}^{1} \tilde{\Psi}_{j}^{v} \bar{\Psi}_{l}^{v} \mathrm{~d} x$ and $\left[\tilde{\mathcal{H}}_{h}\right]_{j l}=\int_{0}^{1}\left(\tilde{\Psi}_{j}^{v}\right)^{\prime}\left(\bar{\Psi}_{l}^{v}\right)^{\prime} \mathrm{d} x$, and again it has been assumed that $v_{0}=0$. Although any pair of norms are equivalent in a finite-dimensional space, the following lemma states the equivalence constants independently of $h, k$, and $\delta$.
Lemma 4.6. Under hypothesis (H3), if $v_{h}=\sum_{j=1}^{n} v_{j} \tilde{\Psi}_{j}^{v} \in \tilde{V}_{h}^{v}$ and $\vec{v}=\left(v_{1}, \ldots, v_{n}\right)$ is its point-wise
value vector, then it holds

$$
\begin{equation*}
C_{1}\|\vec{v}\|_{0, \mathrm{~V}_{h}^{\mathrm{fe}}} \leq\left\|v_{h}\right\|_{\mathrm{L}^{2}(0,1)} \leq C_{2}\|\vec{v}\|_{0, \mathrm{~V}_{h}^{\mathrm{fe}}}, \quad C_{1}|\vec{v}|_{1, \mathrm{~V}_{h}^{\mathrm{fe}}} \leq\left|v_{h}\right|_{\mathrm{H}^{1}(0,1)} \leq C_{2}|\vec{v}|_{1, \mathrm{~V}_{h}^{\mathrm{fe}}}, \tag{24}
\end{equation*}
$$

where $C_{1}$ and $C_{2}$ are positive constant functions independent of $h, k$, and $\delta$ (depending only on $\alpha$ ).
Proof. It will be followed by a slight modification of the steps used in [11, Lemma 9.7] to prove the equivalence of norms in polynomial finite element spaces between the discrete functions and its point-wise value vectors.

Clearly, if $v_{h} \in \tilde{V}_{h}^{\mathrm{v}}$ then $\hat{v}_{j}=\left.v_{h}\right|_{T_{j}} \circ F_{j}$ for any fixed $j=1, \ldots, n$ belongs to the span of local functions $\left\langle\tilde{\Psi}_{j-1}^{V}\right| T_{j} \circ F_{j}, \tilde{\Psi}_{j}^{v}\left|T_{j} \circ F_{j}\right\rangle$ defined by the partially orthogonal procedure. Hence, $\hat{v}_{j}$ defined in $\hat{T}$ is represented by the $\mathbb{C}^{2}$-coordinate basis vector $\vec{v}_{j}=\left(v_{j-1}, v_{j}\right)^{t}$. Direct inspection reveals that the two local functions $\left\{\tilde{\Psi}_{j-1}^{v}\left|T_{j} \circ F_{j}, \tilde{\Psi}_{j}^{v}\right|_{T_{j}} \circ F_{j}\right\}$ depend continuously on the parameter $h(k+\delta) \in(0, \alpha]$ (which holds under assumption (H3)). Consequently, if $\hat{\mathcal{K}}_{\text {loc }}$ and $\hat{\mathscr{M}}_{\text {loc }}$ denote the local stiffness and mass matrices defined in $\hat{T}$ with respect to this local PUFEM basis, then the coefficients of these matrices also depend continuously on the parameter $h(k+\boldsymbol{\delta})$. In addition, if $\hat{\mathcal{K}}_{\text {loc }}^{\mathrm{fe}}$ and $\hat{\mathcal{M}}_{\mathrm{loc}}^{\mathrm{fe}}$ denote the analogous local stiffness and diagonal lumped mass matrices $\left(\hat{\mathcal{M}}_{\mathrm{loc}}^{\mathrm{fe}}\right.$ is equal to the $2 \times 2$ identity matrix) with respect to this local standard piecewise $\mathbb{P}^{1}$-FE basis, then it holds

$$
\lambda_{\min }(h(k+\delta)) \leq \frac{\vec{v}_{j}^{*} \hat{\mathcal{M}}_{\mathrm{loc}} \vec{v}_{j}}{\vec{v}_{j}^{*} \hat{\mathcal{M}}_{\mathrm{loc}}^{\mathrm{fo}} \vec{v}_{j}} \leq \lambda_{\max }(h(k+\boldsymbol{\delta})), \quad \mu_{\min }(h(k+\boldsymbol{\delta})) \leq \frac{\vec{v}_{j}^{*} \hat{\mathcal{R}}_{\mathrm{loc}} \vec{v}_{j}}{\vec{v}_{j}^{*} \hat{\mathcal{M}}_{\mathrm{loc}}^{\mathrm{fe}} \vec{v}_{j}} \leq \mu_{\max }(h(k+\boldsymbol{\delta})),
$$

where $\lambda_{\min }(h(k+\delta))$ and $\lambda_{\text {max }}(h(k+\delta))$ are respectively the minimum and maximum eigenvalues of the symmetric generalized eigenvalue problem $\hat{\mathcal{K}}_{\text {loc }} \vec{v}=\lambda \hat{\mathcal{K}}_{\text {loc }}^{\mathrm{fe}} \vec{v}$, and $\mu_{\min }(h(k+\delta))$ and $\mu_{\max }(h(k+\delta))$ are respectively the minimum and maximum eigenvalues of the symmetric generalized eigenvalue problem $\hat{\mathcal{M}}_{\mathrm{loc}} \vec{v}=\mu \hat{\mathcal{M}}_{\mathrm{loc}}^{\mathrm{fe}} \vec{v}$. In both cases, their eigensolutions also depend continuously on the parameter $h(k+\delta)$. Hence, the maps $h(k+\delta) \mapsto \lambda_{\min }(h(k+\delta))$ and $h(k+\delta) \mapsto$ $\lambda_{\max }(h(k+\delta))$ are continuous functions defined in a non-empty compact domain $[0, \alpha]$. So, using the Weierstrass theorem, both continuous functions reach respectively a minimum $\lambda_{\min }$ and a maximum value $\lambda_{\text {max }}$ (possibly depending on $\alpha$ ). The same argument should be applied to bound the eigenvalues $\mu_{\min }(h(k+\delta))$ and $\mu_{\max }(h(k+\delta))$.

Now, taking into account that $\vec{v}_{j}^{*} \hat{\mathcal{M}}_{\mathrm{loc}}^{\mathrm{fe}} \vec{v}_{j}=\left|v_{j-1}\right|^{2}+\left|v_{j}\right|^{2}$ and $\vec{v}_{j}^{*} \hat{\mathcal{K}}_{\mathrm{loc}}^{\mathrm{fe}} \vec{v}_{j}=\left|v_{j}-v_{j-1}\right|^{2}$, and the fact that $\left\|\hat{v}_{j}\right\|_{\mathrm{L}^{2}(\hat{T})}^{2}=\vec{v}_{j}^{*} \hat{\mathcal{M}}_{\mathrm{loc}} \vec{v}_{j}$, and $\left|\hat{v}_{j}\right|_{\mathrm{H}^{1}(\hat{T})}^{2}=\vec{v}_{j}^{*} \hat{\mathcal{K}}_{\mathrm{loc}} \vec{v}_{j}$, it holds

$$
\begin{aligned}
\lambda_{\min }\left(\left|v_{j-1}\right|^{2}+\left|v_{j}\right|^{2}\right) & \leq\left\|\hat{v}_{j}\right\|_{\mathrm{L}^{2}(\hat{T})}^{2} \leq \lambda_{\max }\left(\left|v_{j-1}\right|^{2}+\left|v_{j}\right|^{2}\right), \\
\mu_{\min }\left|v_{j}-v_{j-1}\right|^{2} & \leq\left|\hat{v}_{j}\right|_{\mathrm{H}^{1}(\hat{T})} \leq \mu_{\max }\left|v_{j}-v_{j-1}\right|^{2} .
\end{aligned}
$$

and coming back to element $T_{j}$ by applying the affine transform $F_{j}$, using that $\left.\left|v_{h}\right|_{T_{j}}\right|_{\mathrm{H}^{1}\left(T_{j}\right)} ^{2}=$
$\left|\hat{v}_{j}\right|_{\mathrm{H}^{1}(\hat{T})}^{2} / h$ and $\left\|\left.v_{h}\right|_{T_{j}}\right\|_{\mathrm{L}^{2}\left(T_{j}\right)}^{2}=h\left\|\hat{v}_{j}\right\|_{\mathrm{L}^{2}(\hat{T})}^{2}$, the estimate written above leads to

$$
\begin{aligned}
& \lambda_{\min } h\left(\left|v_{j-1}\right|^{2}+\left|v_{j}\right|^{2}\right) \leq\left\|v_{h} \mid T_{j}\right\|_{\mathrm{L}^{2}\left(T_{j}\right)}^{2} \leq \lambda_{\max } h\left(\left|v_{j-1}\right|^{2}+\left|v_{j}\right|^{2}\right), \\
& \mu_{\min } \frac{\left|v_{j}-v_{j-1}\right|^{2}}{h} \leq\left.\left|v_{h}\right|_{T_{j}}\right|_{\mathrm{H}^{1}\left(T_{j}\right)} ^{2} \leq \mu_{\max } \frac{\left|v_{j}-v_{j-1}\right|^{2}}{h} .
\end{aligned}
$$

If the terms in the previous inequality are added from $j=1$ to $n$ and the root square is computed, estimates (24) are obtained.

## 5. Discrete dispersion relation

The derivation of discrete dispersion relations for the discrete linear system can be made identifying those Bloch discrete waves in $\mathrm{V}_{h}$, which are homogeneous solutions of the discrete Helmholtz problem on the uniform mesh. In what follows, estimates of the difference between the continuous and the discrete wave number will be derived using similar arguments to those one described in [18].

To write the discrete Green's function associated with the discrete PUFEM problem (21), the first step consists in the estimation of the discrete wave number. More precisely, the wave number associated with the exact solution of the homogeneous Helmholtz equation will be compared with those solutions which satisfy the row equations of the tridiagonal matrix $\mathcal{L}_{h}^{\mathrm{v}}$, stated in a uniform mesh extended throughout the whole real line.

With this comparative aim, first, an exact tridiagonal stencil $L_{h}^{\mathrm{ex}}$ will be computed in such a manner that the Bloch plane waves with exact wave number $k$ satisfy this exact stencil. So, instead of using the discrete basis $\left\{\tilde{\psi}_{j}^{\mathrm{v}}\right\}_{j=1}^{n}$ in $\tilde{V}_{h}^{\mathrm{v}} \subset \mathrm{H}_{(0}^{1}(0,1)$, the set of linearly independent functions $\left\{u_{j}\right\}_{j=1}^{n}$ in $\mathrm{H}_{(0}^{1}(0,1)$ is considered, which are defined as the unique solution of the continuous Helmholtz problem:

$$
\left\{\begin{array}{l}
-u_{j}^{\prime \prime}-k^{2} u_{j}=0 \quad \text { in } T_{j-1} \cup T_{j}=\left[x_{j-1}, x_{j+1}\right],  \tag{25}\\
u\left(x_{j-1}\right)=0, \quad u\left(x_{j}\right)=1, \quad u\left(x_{j+1}\right)=0 .
\end{array}\right.
$$

Inserting this set of functions in the variational problem (2) (without taking into account the boundary conditions), the tridiagonal stencil, which is obtained for the interior nodes (for $j=$ $1, \ldots, n-1)$, satisfies

$$
\begin{equation*}
R_{\mathrm{ex}} u_{\mathrm{ex}}\left(x_{j+1}\right)+2 S_{\mathrm{ex}} u_{\mathrm{ex}}\left(x_{j}\right)+R_{\mathrm{ex}} u_{\mathrm{ex}}\left(x_{j-1}\right)=0, \tag{26}
\end{equation*}
$$

where $u_{\mathrm{ex}}$ is an exact solution of the homogeneous Helmholtz equation and $S_{\mathrm{ex}}$ and $R_{\mathrm{ex}}$ are given by

$$
\begin{equation*}
2 S_{\mathrm{ex}}=B_{k}\left(u_{j}, u_{j}\right), \quad R_{\mathrm{ex}}=B_{k}\left(u_{j}, u_{j+1}\right)=B_{k}\left(u_{j}, u_{j-1}\right) . \tag{27}
\end{equation*}
$$

Since $u_{\mathrm{ex}}(x)=A e^{i k x}+B e^{-i k x}$ with $A, B \in \mathbb{C}$, the fundamental Bloch solutions of (26) are

$$
\begin{equation*}
u_{h}^{+}(k ; x)=\sum_{j \in \mathbb{Z}} u_{j}(x) e^{i k x_{j}}, \quad u_{h}^{-}(k ; x)=\sum_{j \in \mathbb{Z}} u_{j}(x) e^{-i k x_{j}} \tag{28}
\end{equation*}
$$

and consequently

$$
\begin{equation*}
\cos (k h)=-\frac{S_{\mathrm{ex}}}{R_{\mathrm{ex}}} \tag{29}
\end{equation*}
$$

The next step in the derivation of the discrete wave number for the PUFEM discretization in $\tilde{V}_{h}^{\text {v }}$ consists in the statement of an equivalent variational formulation associated to problem (25). Since $u_{j}$ is defined piecewise in each element $T_{j}$ and $T_{j+1}$, it can be rewritten as the addition of a basis function in $\mathrm{V}_{h}^{\mathrm{v}}$ plus a function of the $\mathrm{H}^{1}$-bubble space. Hence, given $\psi_{j}^{\mathrm{v}} \in \mathrm{V}_{h}^{\mathrm{v}}$, the exact solution $u_{j}=\psi_{j}^{\mathrm{v}}+\xi_{j} \in \mathrm{~V}_{h}^{\mathrm{v}} \oplus \mathrm{H}_{\mathcal{T}_{h}}^{1}(0,1)$ is determined by means of the solution of the variational problem

$$
\begin{equation*}
B_{k}\left(\xi_{j}, \phi\right)=-B_{k}\left(\Psi_{j}^{\vee}, \phi\right) \text { for all } \phi \in \mathrm{H}_{\mathcal{T}_{h}}^{1}(0,1) \quad \text { for } j=1, \ldots, n . \tag{30}
\end{equation*}
$$

Using Lemma 4.1, if hypothesis (H3) holds then the problem stated above has a unique solution since $B_{k}$ is continuous and coercive in $\mathrm{H}_{\mathcal{T}_{h}}^{1}(0,1)$. It should be remarked that the variational problem (30) is the continuous version of the discrete variational problem (16), where the partially orthogonal basis $\left\{\tilde{\Psi}_{j}^{v}\right\}_{j=1}^{n}$ was defined by means of the computation of $\left\{\xi_{j}^{\mathrm{b}}\right\}_{j=1}^{n} \subset \mathrm{~V}_{h}^{\mathrm{v}} \subset \mathrm{H}_{\mathcal{T}_{h}}^{1}(0,1)$. It should also be noticed that the form $B_{k}$ has real-valued coefficients, and hence, since the righthand side of problems (30) and (16) are defined by real-valued functions (as in the case of functions $\left\{\psi_{j}^{v}\right\}_{j=1}^{n}$ ), then the solutions of these variational problems are also real-valued.
Lemma 5.1. Under assumption (H3), if $u_{j}, u_{l}$ and $\tilde{\Psi}_{j}^{v}, \tilde{\Psi}_{l}^{v}$ are defined respectively by the variational problems (30) and (16), then

$$
\begin{equation*}
B_{k}\left(u_{j}-\tilde{\Psi}_{j}^{v}, u_{l}-\tilde{\Psi}_{l}^{v}\right)=B_{k}\left(\tilde{\Psi}_{j}^{v}, \tilde{\Psi}_{l}^{v}\right)-B_{k}\left(u_{j}, u_{l}\right), \tag{31}
\end{equation*}
$$

for all $j, l=1, \ldots, n$.
Proof. The arguments used in this proof are completely analogous to those presented in [18, Lemma 3.1].

Now, the attention must be focused on the discrete problem associated to the variational problem (21) stated in $\tilde{V}_{h}^{\mathrm{v}}$. In that case, since the discrete functions $\tilde{V}_{h}^{\mathrm{v}}$ are determined by their pointwise values at the vertices of the mesh, the tridiagonal stencil which is formally satisfied for a Bloch wave $u_{h}(x)=\sum_{j \in \mathbb{Z}} \tilde{\Psi}_{j}^{V}(x) e^{i k^{\prime} x_{j}}$ leads to

$$
\begin{equation*}
R_{h} u_{h}\left(x_{j+1}\right)+2 S_{h} u_{h}\left(x_{j}\right)+R_{h} u_{h}\left(x_{j-1}\right)=0 \tag{32}
\end{equation*}
$$

where recall that $S_{h}$ and $R_{h}$ are given by $2 S_{h}=B_{k}\left(\tilde{\Psi}_{j}^{v}, \tilde{\Psi}_{j}^{v}\right)$ and $R_{h}=B_{k}\left(\tilde{\Psi}_{j}^{v}, \tilde{\Psi}_{j-1}^{v}\right)$. Hence, from (32) it is obtained the discrete dispersion relation

$$
\begin{equation*}
\cos \left(k^{\prime} h\right)=-\frac{S_{h}}{R_{h}}, \tag{33}
\end{equation*}
$$

being $k^{\prime}$ the so-called discrete wave number associated with the PUFEM discretization in $\tilde{V}_{h}^{\mathrm{v}}$.
Remark 5.2. In the context of standard polynomial finite element methods, assuming an invariant translation of the mesh (for instance, using tensor-product meshes, Cartesian grids, etc.) analogous arguments have been used to obtain their dispersion relation in closed form (see for instance [1, 13]). Under the same considerations, the one-dimensional computations could be used
as a stepping stone to obtain, with cumbersome analytical computations, the PUFEM dispersion relation in higher dimensions. More precisely, in the case of d-dimensional Cartesian rectangular grids, taking into account its tensor product structure, the fundamental Bloch solutions can be written as $U_{h}^{ \pm}\left(x_{1}, \ldots, x_{d}\right)=\Pi_{r=1}^{d} u_{h}^{ \pm}\left(k_{r} ; x_{r}\right)$, where $u_{h}^{ \pm}$is defined by (28). Hence, following analogous arguments to those used in [1, Section 2.3], it can be deduced that the dispersion relation in higher dimensions is given by

$$
\sum_{r=1}^{d}\left(k_{r}^{\prime}\right)^{2}=\left(k^{\prime}\right)^{2}
$$

where $k_{r}^{\prime}$ is related by the wavenumber $k$ by the one-dimensional dispersion relation (33).
Theorem 5.3. Under hypothesis (H1)-(H4), if $k^{\prime}$ is the discrete wave number defined in (33) then it holds

$$
\begin{equation*}
\left|\cos \left(k^{\prime} h\right)-\cos (k h)\right| \leq C \delta^{4} h^{4}, \quad\left|k^{\prime}-k\right| \leq C \frac{\delta^{4} h^{2}}{k} \tag{34}
\end{equation*}
$$

where $C$ is a positive constant independent of h, $k$, and $\delta$ (and only dependent on $\alpha$ and $\beta$ ).
Proof. The arguments used in this proof are almost identical to those ones used in [18, Theorem 3.2]. Firstly, straightforward computations show that $u_{j}$ are defined by

$$
u_{j}(x)= \begin{cases}-\cot (k h) \sin \left(k\left(x-x_{j}\right)\right)+\cos \left(k\left(x-x_{j}\right)\right) & \text { for } x \in T_{j+1} \\ \cot (k h) \sin \left(k\left(x-x_{j}\right)\right)+\cos \left(k\left(x-x_{j}\right)\right) & \text { for } x \in T_{j} \\ 0 & \text { otherwise }\end{cases}
$$

Then, direct computations show that

$$
\begin{equation*}
\left\|u_{j}\right\|_{0}^{2}=h\left(\frac{2}{3}+O\left(k^{2} h^{2}\right)\right), \quad\left|u_{j}\right|_{1}^{2}=\frac{1}{h}\left(2+O\left(k^{2} h^{2}\right)\right), \tag{35}
\end{equation*}
$$

and also

$$
\begin{equation*}
2 S_{\mathrm{ex}}=B_{k}\left(u_{j}, u_{j}\right)=\frac{1}{h}\left(2+O\left(k^{2} h^{2}\right)\right), \quad R_{\mathrm{ex}}=B_{k}\left(u_{j}, u_{j+1}\right)=\frac{1}{h}\left(-1+O\left(k^{2} h^{2}\right)\right) \tag{36}
\end{equation*}
$$

where $O\left(k^{2} h^{2}\right)$ must be read as a tailored expression bounded by $C_{1} k^{2} h^{2}+C_{2} k^{4} h^{4}+\ldots$, where $C_{1}$, $C_{2}, \ldots$ are positive constants independent of $k$ and $h$.

Using the discrete dispersion relations (29) and (33)

$$
\begin{equation*}
\left|\cos (k h)-\cos \left(k^{\prime} h\right)\right|=\left|\frac{S_{h}}{R_{h}}-\frac{S_{\mathrm{ex}}}{R_{\mathrm{ex}}}\right|=\left|\frac{S_{h} R_{\mathrm{ex}}-S_{\mathrm{ex}} R_{h}}{R_{h} R_{\mathrm{ex}}}\right| . \tag{37}
\end{equation*}
$$

In consequence, to estimate the difference between both cosines in the expression above, it is enough to obtain an upper bound for the numerator and a positive lower bound for the denominator.

First, it should be taken into account that $u_{j} \mid T_{j}$ is the exact solution of a similar variational problem to (30), but with test functions in $\mathrm{H}_{0}^{1}\left(T_{j}\right)$. In the same manner, the PUFEM approximation $\left.\tilde{\Psi}_{j}^{\mathrm{V}}\right|_{T_{j}}$ is the exact solution of a similar variational problem to (16), but where the test functions used are in the discrete space $\mathrm{W}_{j}^{\mathrm{b}}=\left\{\left.\phi^{\mathrm{b}}\right|_{T_{j}}: \phi^{\mathrm{b}} \in \mathrm{V}_{h}^{\mathrm{b}}\right\}$. Hence, estimates in Lemma A. 6 can be applied for
$h(k+\delta)<2 \pi$, taking into account the discretization space $\left\{\psi_{j}^{\mathrm{v}} \mid T_{j}\right\} \cup \mathrm{W}_{j}^{\mathrm{b}}$. Due to the interpolatory properties of the global interpolant $I_{h}$ (see Remark A.7), it holds that $I_{h}\left(u_{j} \mid T_{j}\right)=\psi_{j}^{\mathrm{v}}\left|T_{j}+\phi_{I}^{\mathrm{b}}\right| T_{j}$ with some $\phi_{I}^{\mathrm{b}} \in \mathrm{V}_{h}^{\mathrm{b}}$. In this manner, utilizing Cea's lemma (see [8]) applied to the variational problems (30) and (16) rewritten in $\mathrm{H}^{1}(\hat{T})$, it holds

$$
\begin{aligned}
\left|u_{j}\right| T_{j}-\tilde{\Psi}_{j}^{\mathrm{v}}\left|T_{j}\right|_{\mathrm{H}^{1}\left(T_{j}\right)} \leq \frac{\sqrt{2} \pi^{2}\left(1+\alpha^{2}\right)}{\pi^{2}-\alpha^{2}} \inf _{\phi^{\mathrm{b}} \in \mathrm{~V}_{h}^{\mathrm{b}}}\left|u_{j}\right| T_{j}-\left.\left(\psi_{j}^{\mathrm{v}}\left|T_{j}+\phi^{\mathrm{b}}\right|_{T_{j}}\right)\right|_{\mathrm{H}^{1}\left(T_{j}\right)} \\
\quad \leq \frac{\sqrt{2} \pi^{2}\left(1+\alpha^{2}\right)}{\pi^{2}-\alpha^{2}}\left|u_{j}\right| T_{j}-\left.I_{h}\left(u_{j} \mid T_{j}\right)\right|_{\mathrm{H}^{1}\left(T_{j}\right)} \leq C \delta^{2} h^{2}\left|u_{j}{\mid T_{j}}\right|_{\mathrm{H}^{1}\left(T_{j}\right)}
\end{aligned}
$$

Adding the analogous estimation in $T_{j+1}$, it is obtained

$$
\begin{equation*}
\left|u_{j}-\tilde{\psi}_{j}^{\mathrm{v}}\right|_{1} \leq C \delta^{2} h^{2}\left|u_{j}\right|_{1} \text { for all } j=1, \ldots, n \tag{38}
\end{equation*}
$$

being $C$ a positive constant independent of $h, k$, and $\delta$.
Second, the numerator in (37) can be estimated using Lemma 5.1, the continuity of $B_{k}$ in $\mathrm{H}_{\mathcal{T}_{h}}^{1}$, the computations (36), and the estimate (38) as follows:

$$
\begin{aligned}
\left.\frac{1}{2} \right\rvert\, S_{h} R_{\mathrm{ex}}- & S_{\mathrm{ex}} R_{h}\left|=\left|B_{k}\left(u_{j}, u_{j}\right) B_{k}\left(\tilde{\Psi}_{j}^{v}, \tilde{\Psi}_{j+1}^{\mathrm{v}}\right)-B_{k}\left(u_{j}, u_{j+1}\right) B_{k}\left(\tilde{\Psi}_{j}^{\mathrm{v}}, \tilde{\Psi}_{j}^{\mathrm{V}}\right)\right|\right. \\
\leq & \left|B_{k}\left(u_{j}, u_{j}\right)\right|\left|B_{k}\left(u_{j}-\tilde{\Psi}_{j}^{\mathrm{v}}, u_{j+1}-\tilde{\Psi}_{j+1}^{\mathrm{v}}\right)\right|+\left|B_{k}\left(u_{j}, u_{j+1}\right) B_{k}\left(u_{j}-\tilde{\Psi}_{j}^{\mathrm{v}}, u_{j}-\tilde{\Psi}_{j}^{v}\right)\right| \\
\leq & \frac{1}{h}\left(2+O\left(h^{2} k^{2}\right)\right) \sqrt{2}\left(1+\left(h^{2} k^{2}\right)\right) \hat{C}^{2} \delta^{4} h^{4}\left|u_{j}\right|_{1}\left|u_{j+1}\right|_{1} \\
& +\frac{1}{h}\left(1+O\left(h^{2} k^{2}\right)\right) \sqrt{2}\left(1+\left(h^{2} k^{2}\right)\right) \hat{C}^{2} \delta^{4} h^{4}\left|u_{j}\right|_{1}^{2}
\end{aligned}
$$

where $\hat{C}$ is the positive constant involved in (A.17). Now, using (35) and taking into account that hypothesis (H3), it holds

$$
\begin{equation*}
\left|S_{h} R_{\mathrm{ex}}-S_{\mathrm{ex}} R_{h}\right| \leq C \delta^{4} h^{2} \tag{39}
\end{equation*}
$$

where $C$ is a positive constant independent of $h, k$ and $\delta$ (only dependent on $\alpha$ ).
The denominator in (37) can be rewritten as

$$
\begin{aligned}
\left|R_{h} R_{\mathrm{ex}}\right| & =\left|B_{k}\left(u_{j}, u_{j+1}\right)\right|\left|B_{k}\left(u_{j}-\tilde{\Psi}_{j}^{\mathrm{v}}, u_{j+1}-\tilde{\Psi}_{j+1}^{\mathrm{v}}\right)+B_{k}\left(u_{j}, u_{j+1}\right)\right| \\
& \geq\left|\frac{1}{h}\left(-1+O\left(h^{2} k^{2}\right)\right)\right|| | B_{k}\left(u_{j}-\tilde{\Psi}_{j}^{\mathrm{v}}, u_{j+1}-\tilde{\Psi}_{j+1}^{\mathrm{v}}\right)\left|-\left|\frac{1}{h}\left(-1+O\left(k^{2} h^{2}\right)\right)\right|\right| \\
& \geq \frac{1}{h}\left(1+O\left(h^{2} k^{2}\right)\right)\left(\frac{1}{h}\left(1+O\left(k^{2} h^{2}\right)\right)-\sqrt{2}\left(1+\left(h^{2} k^{2}\right)\right) \hat{C}^{2} \delta^{4} h^{4} \frac{1}{h}\left(2+O\left(h^{2} k^{2}\right)\right)\right) .
\end{aligned}
$$

Once it is assumed (H4), it holds $1-\sqrt{2} \hat{C}^{2} \delta^{4} h^{4} \geq \beta>0$ and hence the expression between large parenthesis in the last term of the inequality written above is strictly positive and lower bounded by $\beta$. So, it holds

$$
\begin{equation*}
\left|R_{h} R_{\mathrm{ex}}\right| \geq \frac{C}{h^{2}} \tag{40}
\end{equation*}
$$

being $C$ a positive constant independent of $h, k$, and $\delta$ (only dependent on $\alpha$ and $\beta$ ). Finally, inserting estimates (39) and (40) in (37), it holds the first inequality in (34), and using analogous arguments to those used in [18, Theorem 3.2], the second inequality in (34) is obtained.

## 6. Discrete Green's function and discrete inf-sup condition

Once the discrete dispersion relation has been studied, it is possible now to deduce the discrete Green's function associated with the discrete sub-problem with matrix $\mathcal{L}_{h}^{v}$, defined in (19). To write this discrete Green's function, it will be followed by analogous arguments to those used in [32] in the continuous case, and in [17, Section 3.2]. Analogously to the continuous case, the expression of the discrete Green's function $G_{h}\left(x_{j}, x_{l}\right)$ will be written in terms of two discrete functions $\alpha_{h}$ and $\beta_{h}$ as follows:

$$
G_{h}\left(x_{j}, x_{m}\right)= \begin{cases}\frac{\alpha_{h}\left(x_{j}\right) \beta_{h}\left(x_{m}\right)}{\Delta_{h}} & \text { if } x_{j} \leq x_{m}  \tag{41}\\ \frac{\alpha_{h}\left(x_{l}\right) \beta_{h}\left(x_{m}\right)}{\Delta_{h}} & \text { if } x_{j} \geq x_{m}\end{cases}
$$

where $\Delta_{h}$ is a quantity, which is fixed to satisfy

$$
\begin{equation*}
R_{h} G_{h}\left(x_{m-1}, x_{m}\right)+2 S_{h} G\left(x_{m}, x_{m}\right)+R_{h} G\left(x_{m+1}, x_{m}\right)=\frac{1}{h} . \tag{42}
\end{equation*}
$$

In the case of $\alpha_{h}$, any homogeneous solution of the discrete variational problem with matrix $\mathcal{L}_{h}^{v}$ is given by a linear combination of the Bloch-type waves

$$
\begin{equation*}
\alpha_{h}(x)=A \sum_{j=0}^{n} \tilde{\Psi}_{j}^{\mathrm{v}}(x) \cos \left(j k^{\prime} h\right)+B \sum_{j=0}^{n} \tilde{\Psi}_{j}^{\mathrm{v}}(x) \sin \left(j k^{\prime} h\right) . \tag{43}
\end{equation*}
$$

The vector given by the values of $\alpha_{h}$ at the mesh vertices should satisfy the first row of the matrix $\mathcal{L}_{h}^{\mathrm{v}}$, this is, $2 S_{h} \alpha_{h}\left(x_{1}\right)+R_{h} \alpha_{h}\left(x_{2}\right)=0$. Using the discrete dispersion relation (33), it is straightforward to check that the equation above is equivalent to satisfy $\alpha_{h}\left(x_{0}\right)=0$, and hence $A=0$ and $B$ is any non-null constant.

The computation of $\beta_{h}$ can be deduced analogously. Since it can be defined by

$$
\begin{equation*}
\beta_{h}(x)=C\left(\sum_{j=0}^{n} \tilde{\Psi}_{j}^{\mathrm{V}}(x) \cos \left(j k^{\prime} h\right)+D \sum_{j=0}^{n} \tilde{\Psi}_{j}^{\mathrm{V}}(x) \sin \left(j k^{\prime} h\right)\right), \tag{44}
\end{equation*}
$$

with $C$ a non-null constant, it should only be checked that the last row of the linear system involving $\mathcal{L}_{h}^{\mathrm{v}}$ is satisfied. In this case, it must be verified that $R_{h} \beta_{h}\left(x_{n-1}\right)+\left(S_{h}-i k\right) \beta_{h}\left(x_{n}\right)=0$, or equivalently,

$$
R_{h}\left(\cos \left(k^{\prime} h(n-1)\right)+D \sin \left(k^{\prime} h(n-1)\right)\right)+\left(S_{h}-i k\right)\left(\cos \left(k^{\prime} h n\right)+D \sin \left(k^{\prime} n h\right)\right)=0 .
$$

A direct computation from the equation written above shows that

$$
D=\frac{\sin \left(k^{\prime}\right) \cos \left(k^{\prime}\right)\left(R_{h}^{2} \sin ^{2}\left(k^{\prime} h\right)-k^{2}\right)-i k R_{h} \sin \left(k^{\prime} h\right)}{R_{h}^{2} \sin \left(k^{\prime} h\right) \cos ^{2}\left(k^{\prime} h\right)+k^{2} \sin ^{2}\left(k^{\prime}\right)} .
$$

Additionally, straightforward computations also show that if it is taken $B=1$ in (43) and $C=1$ in (44) then

$$
R_{h} \alpha_{h}\left(x_{m-1}\right) \beta_{h}\left(x_{m}\right)+2 S_{h} \alpha_{h}\left(x_{m}\right) \beta_{h}\left(x_{m}\right)+R_{h} \beta_{h}\left(x_{m+1}\right) \alpha_{h}\left(x_{m}\right)=-R_{h} \sin \left(k^{\prime} h\right)
$$

Hence, to satisfy (42), it is chosen $\Delta_{h}=-R_{h} h \sin \left(k^{\prime} h\right)$. It should be remarked that since $k>\varepsilon$ (H2) and $k h \leq \alpha<\pi(\mathrm{H} 3)$, estimate (34) leads to $k^{\prime} h<\alpha+C \delta^{4} h^{3}$ which is smaller than $\pi$ for $\delta$ and $h$ small enough. Besides, from (36) and the estimate (40) it is guaranteed that $R_{h}$ is lower bounded by a positive constant far from being null. Consequently, the Green's function given by (41) is well-defined.

The most attractive feature of the Green's function is that it allows writing the inverse of the matrix $\mathcal{L}_{h}^{\mathrm{v}}$ explicitly, or equivalently, to write in closed form the solution of the linear system $\mathcal{L}_{h}^{\mathrm{v}} \vec{u}_{h}^{\mathrm{v}}=\vec{f}_{h}^{\mathrm{v}}$. Using (41) and taking into account that the PUFEM discrete functions $u_{h}^{\mathrm{v}}$ in $\tilde{V}_{h}^{\mathrm{v}}$ are determined by the vector $\vec{u}_{h}^{\mathrm{V}}$ of its point-wise values, it holds

$$
\begin{equation*}
\vec{u}_{h}^{\mathrm{v}}\left(x_{l}\right)=\left[\vec{u}_{h}^{\mathrm{v}}\right]_{l}=h \sum_{j=1}^{n} G_{h}\left(x_{l}, x_{j}\right)\left[\vec{f}_{h}^{\mathrm{V}}\right]_{j} . \tag{45}
\end{equation*}
$$

From the equation written above, it is immediate to deduce that the coefficients of the inverse matrix of $\mathcal{L}_{h}^{\mathrm{v}}$ (in the case of being uniquely defined) are given by $\left[\left(\mathcal{L}_{h}^{\mathrm{v}}\right)^{-1}\right]_{l j}=h G_{h}\left(x_{l}, x_{j}\right)$.
Lemma 6.1. Under hypothesis (H1)-(H4), given the source data $f \in \mathrm{~L}^{2}(0,1)$, if $u_{h}^{\mathrm{v}} \in \tilde{V}_{h}^{\mathrm{v}}$ is a solution of the discrete variational problem (21) then

$$
\begin{equation*}
\left|u_{h}^{\mathrm{v}}\right|_{1} \leq C\|f\|_{0} \tag{46}
\end{equation*}
$$

where $C$ is a positive constant independent of $h, k$, and $\delta$ (depending only on $\alpha$ and $\beta$ ).
Proof. The proof is entirely analogous to those one shown in [17, Lemma 3]. The estimate (46) is obtained by using the equivalence of norms stated in Lemma 4.6.

Remark 6.2. The computation of the discrete Green function follows an analogous procedure used to compute the continuous Green function, which is specific for one-dimensional problems. Hence, these arguments cannot be extended straightforwardly to higher dimensions. Hence, the use of the tensor structure of the discrete problem to derive some estimates on the discrete Green function in higher dimensions remains as an open problem.

Since the explicit computation of the discrete Green's function and its well-posedness for $h(k+$ $\delta) \leq \alpha<1$ can be read as the proof of existence of solution for the discrete problem (21), the following theorem guarantees the uniqueness of solution by means of the discrete inf-sup condition (see [6] for a detailed discussion).

Lemma 6.3. Under hypothesis (H1)-(H4), it holds the discrete inf-sup condition

$$
\begin{equation*}
\inf _{u_{h} \in \tilde{V}_{h}^{v}} \sup _{v_{h} \in \tilde{V}_{h}^{v}} \frac{\left|B_{k}\left(u_{h}, v_{h}\right)-i k u_{h}(1) \bar{v}_{h}(1)\right|}{\left|u_{h}\right|_{1}\left|v_{h}\right|_{1}} \geq \frac{C}{k} \tag{47}
\end{equation*}
$$

where $C$ is a positive constant independent of $h, k$, and $\delta$ (depending only on $\alpha$ ).

Proof. The same kind of arguments used in [17, Appendix B] will be followed. Inequality (47) is equivalent to show that

$$
\sup _{v_{h} \in \tilde{V}_{h}^{V}} \frac{\left|B_{k}\left(u_{h}, v_{h}\right)-i k u_{h}(1) \bar{v}_{h}(1)\right|}{\left|v_{h}\right|_{1}} \geq \frac{C}{k}\left|u_{h}\right|_{1} \quad \text { for all } u_{h} \in \tilde{V}_{h}^{\mathrm{v}} .
$$

To prove the inequality written above, an arbitrary $u_{h} \in \tilde{V}_{h}^{\mathrm{v}}$ is fixed and $v_{h}=u_{h}+z_{h}$ is defined, being $z_{h}$ the solution of the auxiliary problem

$$
B_{k}\left(w_{h}, z_{h}\right)-i k w_{h}(1) \bar{z}_{h}(1)=k^{2}\left\langle w_{h}, z_{h}\right\rangle_{\mathrm{L}^{2}(0,1)} \quad \text { for all } w_{h} \in \tilde{V}_{h}^{\mathrm{v}}
$$

Since $k^{2} u_{h} \in \mathrm{~L}^{2}(0,1)$, this problem has at least a solution given by the application of the discrete Green's function. The arguments used in [17, Appendix B] in combination with the equivalence of norms stated in Lemma 4.6 shows that

$$
\left|z_{h}\right|_{1} \leq C k\left|\frac{k}{k^{\prime}}\right|\left\|u_{h}^{\prime}\right\|_{0}
$$

with $C$ a positive constant independent of $h, k$, and $\delta$. From the estimation (34) and the assumptions of the present lemma, it is immediate to check that $k / k^{\prime}$ is bounded independently of $h, k$, and $\delta$ and hence it holds

$$
\begin{equation*}
\left|z_{h}\right|_{1} \leq C k\left|u_{h}\right|_{1} \tag{48}
\end{equation*}
$$

Coming back to the numerator in the inf-sup condition and using the expression of $v_{h}=u_{h}+z_{h}$, it is satisfied

$$
\begin{aligned}
B_{k}\left(u_{h}, v_{h}\right)-i k u_{h}(1) \bar{v}_{h}(1) & =B_{k}\left(u_{h}, u_{h}+z_{h}\right)-i k u_{h}(1)\left(\bar{u}_{h}(1)+\bar{z}_{h}(1)\right) \\
& =B_{k}\left(u_{h}, u_{h}\right)-i k\left|u_{h}(1)\right|^{2}+B_{k}\left(u_{h}, z_{h}\right)-i k u_{h}(1) \bar{z}_{h}(1) \\
& =B_{k}\left(u_{h}, u_{h}\right)-i k\left|u_{h}(1)\right|^{2}+k^{2}\left\langle u_{h}, u_{h}\right\rangle_{\mathrm{L}^{2}(0,1)} \\
& =\left|u_{h}\right|_{1}^{2}-i k\left|u_{h}(1)\right|^{2},
\end{aligned}
$$

and so, using (48), $\left|v_{h}\right|_{1} \leq(1+C k)\left|u_{h}\right|_{1}$. In consequence, it holds

$$
\sup _{v_{h} \in \tilde{V}_{h}^{v}} \frac{\left|B_{k}\left(u_{h}, v_{h}\right)-i k u_{h}(1) \bar{v}_{h}(1)\right|}{\left|v_{h}\right|_{1}} \geq \frac{\left|u_{h}\right|_{1}^{2}}{\left|v_{h}\right|_{1}} \geq \frac{1}{1+C k}\left|u_{h}\right|_{1}
$$

which leads to (47) since $k$ is strictly positive lower bounded far from zero.
Finally, combining the stability estimates for the sub-problems stated in $\tilde{V}_{h}^{\mathrm{v}}$ and $\mathrm{V}_{h}^{\mathrm{b}}$, it can be stated a stability result for the whole discrete problem stated in the PUFEM discrete space $\mathrm{V}_{h}$.

Theorem 6.4. Under hypothesis (H1)-(H4), there exists a unique solution $u_{h} \in \mathrm{~V}_{h}$ of the discrete PUFEM problem (7). Also, it holds the stability estimate

$$
\begin{equation*}
\left|u_{h}\right|_{1} \leq C\|f\|_{0} \tag{49}
\end{equation*}
$$

where $C$ is a positive constant independent of $h, k$, and $\delta$.

Proof. The existence and uniqueness result comes straightforwardly from the existence and uniqueness solution of both sub-problems (21) and (11) defined in $\tilde{V}_{h}^{\mathrm{v}}$ and $\mathrm{V}_{h}^{\mathrm{b}}$, respectively. Also, since $u_{h}=u_{h}^{\mathrm{v}}+u_{h}^{\mathrm{b}}$, estimate (49) is obtained combining (20) and (46).

## 7. Robustness analysis of the PUFEM approximation

Finally, this section is devoted to writing an error estimate for the PUFEM discretization. More precisely, the $\mathrm{H}^{1}$-distance between oscillatory functions, which are exact solutions of the Helmholtz problem, and the PUFEM approximations will be estimated. The main three ingredients to obtain such estimates are the stability of the discrete PUFEM variational problem (stated in the previous section), the interpolant estimates for oscillatory solutions described in Appendix A, and its relation with the projections of the exact solution in the PUFEM discrete space.

Firstly, to highlight the difficulties of passing to the limit when $h(k+\delta)$ tends to zero, it will be shown that the functions belonging to the PUFEM space on uniform meshes satisfy an inverse inequality, once the limit case $h(k+\delta)=0$ is avoided.

Lemma 7.1 (Inverse inequality). Under hypothesis (H3) and (H5), there exist constants $C_{0}$ and $C_{1}$ independent of $h, k$ and $\delta$ (only dependent on $\varepsilon$ and $\alpha$ ) such that

$$
\begin{equation*}
\frac{C_{0}}{h}\left\|v_{h}\right\|_{0} \leq\left|v_{h}\right|_{1} \leq \frac{C_{1}}{h}\left\|v_{h}\right\|_{0} \tag{50}
\end{equation*}
$$

for all $v_{h} \in \mathrm{~V}_{h}$.
Proof. A slight modification of the steps used in [8, Chapter 3] will be followed to proof the classical inverse inequality in standard polynomial spaces, for instance, for any continuous piecewise $\mathbb{P}^{1}$-discrete function $v_{h}^{\mathrm{fe}} \in\left\langle\left\{\varphi_{j}\right\}_{j=0}^{n}\right\rangle$ defined on a one-dimensional equispaced mesh, where it is satisfied $\left|v_{h}^{\mathrm{fe}}\right|_{1} \leq C / h\left\|v_{h}^{\mathrm{fe}}\right\|_{0}$.

Direct inspection reveals that all these shape functions depend continuously on the parameter $h(k+\delta) \in[\varepsilon, \alpha]$. In addition, if $\mathcal{K}_{\text {loc }}$ and $\mathcal{M}_{\text {loc }}$ denote the local stiffness and mass matrices with respect to this local shape basis, the coefficients of these matrices also depend continuously on the parameter $h(k+\delta)$, and it holds

$$
\lambda_{\min }(h(k+\delta)) \leq \frac{\vec{v}^{*} \mathcal{K}_{\mathrm{loc}} \vec{v}}{\vec{v}^{*} \mathcal{M}_{\mathrm{loc}} \vec{v}} \leq \lambda_{\max }(h(k+\delta)),
$$

where $\lambda_{\min }(h(k+\delta))$ and $\lambda_{\max }(h(k+\delta))$ are respectively the minimum and maximum eigenvalues of the symmetric generalized eigenvalue problem $\mathcal{K}_{\text {loc }} \vec{v}=\lambda \mathcal{M}_{\text {loc }} \vec{v}$, whose eigensolutions also depend continuously on the parameter $h(k+\delta)$. Hence, the maps $h(k+\delta) \mapsto \lambda_{\min }(h(k+\delta))$ and $h(k+\delta) \mapsto \lambda_{\max }(h(k+\delta))$ are continuous functions defined in a non-empty compact domain $[\varepsilon, \alpha]$. So, using the Weierstrass theorem, both continuous functions reach respectively a minimum $\lambda_{\text {min }}$ and a maximum value $\lambda_{\max }$ (possibly depending on $\varepsilon$ and $\alpha$ ). Hence, taking into account that $\left|\hat{v}_{j}\right|_{\mathrm{H}^{1}(\hat{T})}^{2}=\vec{v}^{*} \mathcal{K}_{\text {loc }} \vec{v}$ and $\left\|\hat{v}_{j}\right\|_{\mathrm{L}^{2}(\hat{T})}^{2}=\vec{v}^{*} \mathcal{M}_{\text {loc }} \vec{v}$, it holds

$$
\lambda_{\min }\left\|\hat{v}_{j}\right\|_{\mathrm{L}^{2}(\hat{T})}^{2} \leq\left|\hat{v}_{j}\right|_{\mathrm{H}^{1}(\hat{T})}^{2} \leq \lambda_{\max }\left\|\hat{v}_{j}\right\|_{\mathrm{L}^{2}(\hat{T})}^{2}
$$

or equivalently, coming back to the element $T_{j}$,

$$
\left.\frac{1}{h^{2}} \lambda_{\min }\left\|\left.\left.v_{h}\right|_{T_{j}}\right|_{\mathrm{L}^{2}\left(T_{j}\right)} ^{2} \leq\left.\left|v_{h}\right|_{T_{j}}\right|_{\mathrm{H}^{1}\left(T_{j}\right)} ^{2} \leq \frac{1}{h^{2}} \lambda_{\max }\right\| v_{h}\right|_{T_{j}} \|_{\mathrm{L}^{2}\left(T_{j}\right)}^{2} \quad \text { for } j=0, \ldots, n .
$$

If the terms from $j=0$ to $n$ in the previous inequality are added and the root square is computed, estimates (50) are obtained.

Remark 7.2. Assumption (H5) implies $\varepsilon<h(k+\delta)$, which is essential to avoid the limit case $h(k+\delta)=0$. However, it does not mean any restriction on the error analysis, since $\varepsilon$ can be chosen as small as desired independently of $k$ and $\delta$. As it has been discussed previously at the beginning of Section 4, if the limit case $h(k+\delta)=0$ is formally considered, the PUFEM subspace $\mathrm{V}_{h}^{\mathrm{v}}$ will be identical to the standard continuous piecewise $\mathbb{P}^{1}$-finite element space and the restrictions of functions of $\mathrm{V}_{h}^{\mathrm{b}}$ at each element coincide with the $\mathbb{P}^{2}$-bubble functions. In the classical polynomial bubble space, the number of bubbles coincides with the number of elements, i.e., n. However, the number of basis elements in $\mathrm{V}_{h}^{\mathrm{b}}$ coincides with the number of vertices $n+1$. So, in the limit case of $h(k+\delta)=0$, the twin-bubble basis of $\mathrm{V}_{h}^{\mathrm{b}}$ collapses and a function of this discrete basis should be removed to avoid a linear dependency.

Finally, an a priori error estimate for the approximation computed by means of the PUFEM discretization can be obtained.

Theorem 7.3. Let $u \in \mathrm{H}^{1}(0,1)$ be a solution of the variational problem (2) and let $u_{h} \in \mathrm{~V}_{h}$ be the solution of the PUFEM discrete problem defined in (7), both with null source term $f=0$. Under assumptions (H1)-(H5), it holds

$$
\begin{equation*}
\left|u-u_{h}\right|_{1} \leq C k\left|u-I_{h} u\right|_{1}, \tag{51}
\end{equation*}
$$

where $C$ is a positive constant independent of $h, \delta$, and $k$.
Proof. Firstly, since $u-u_{h}$ is orthogonal to $\mathrm{V}_{h}$ with respect to the sesquilinear form of the variational problem (7), it holds

$$
B_{k}\left(u-u_{h}, v_{h}\right)-i k\left(u(1)-u_{h}(1)\right) \bar{v}_{h}(1)=0,
$$

for all $v_{h} \in \mathrm{~V}_{h}$. Hence, if $z_{h}=u_{h}-I_{h} u \in \mathrm{~V}_{h}$ then, since $z_{h}=\left(u_{h}-u\right)+\left(u-I_{h} u\right)$, the discrete function $z_{h}$ is the solution of the following variational problem:

$$
B_{k}\left(z_{h}, v_{h}\right)-i k z_{h}(1) \bar{v}_{h}(1)=B_{k}\left(u-I_{h} u, v_{h}\right),
$$

for all $v_{h} \in \mathrm{~V}_{h}$. Since $\mathrm{V}_{h}=\tilde{V}_{h}^{\mathrm{v}} \oplus \mathrm{V}_{h}^{\mathrm{b}}$, the variational equality written above is satisfied independently for test functions in the vertex-value space $\tilde{V}_{h}^{\mathrm{v}}$ and the twin-bubble space $\mathrm{V}_{h}^{\mathrm{b}}$. The same kind of considerations can be applied to split $z_{h}$, this is, $z_{h}=z_{h}^{\mathrm{v}}+z_{h}^{\mathrm{b}}$. Due to the orthogonality relation between the discrete spaces $\tilde{V}_{h}^{\mathrm{v}}$ and $\mathrm{V}_{h}^{\mathrm{b}}$, each of these functions, $z_{h}^{\mathrm{v}}$ and $z_{h}^{\mathrm{b}}$ are respectively solution of the variational problems

$$
\begin{array}{ll}
B_{k}\left(z_{h}^{\mathrm{v}}, v_{h}^{\mathrm{v}}\right)-i k z_{h}^{\mathrm{v}}(1) \bar{v}_{h}^{\mathrm{v}}(1)=B_{k}\left(u-I_{h} u, v_{h}^{\mathrm{v}}\right) & \text { for all } v_{h}^{\mathrm{v}} \in \tilde{V}_{h}^{\mathrm{v}}, \\
B_{k}\left(z_{h}^{\mathrm{b}}, v_{h}^{\mathrm{b}}\right)=B_{k}\left(u-I_{h} u, v_{h}^{\mathrm{b}}\right) & \text { for all } v_{h}^{\mathrm{b}} \in \mathrm{~V}_{h}^{\mathrm{b}}
\end{array}
$$

Also, due to the linearity of these two problems, their solutions can be rewritten as the sum of two new discrete functions, $z_{h}^{\mathrm{v}}=z_{1 h}^{\mathrm{v}}+z_{2 h}^{\mathrm{v}}$ and $z_{h}^{\mathrm{b}}=z_{1 h}^{\mathrm{b}}+z_{2 h}^{\mathrm{b}}$, where each addend is solution respectively of the following variational problems:

$$
\begin{array}{ll}
B_{k}\left(z_{1 h}^{\mathrm{v}}, v_{h}^{\mathrm{v}}\right)-i k z_{1 h}^{\mathrm{v}}(1)_{h}^{\mathrm{v}}(1)=\left\langle\left(u-I_{h} u\right)^{\prime},\left(v_{h}^{\mathrm{v}}\right)^{\prime}\right\rangle_{\mathrm{L}^{2}(0,1)} & \text { for all } v_{h}^{\mathrm{v}} \in \tilde{V}_{h}^{\mathrm{v}}, \\
B_{k}\left(z_{2 h}^{\mathrm{v}}, v_{h}^{\mathrm{v}}\right)-i k z_{2 h}^{\mathrm{v}}(1) \bar{v}_{h}^{\mathrm{v}}(1)=-k^{2}\left\langle u-I_{h} u, v_{h}^{\mathrm{v}}\right\rangle_{\mathrm{L}^{2}(0,1)} & \text { for all } v_{h}^{\mathrm{v}} \in \tilde{V}_{h}^{\mathrm{v}}, \\
B_{k}\left(z_{1 h}^{\mathrm{b}}, v_{h}^{\mathrm{b}}\right)=\left\langle\left(u-I_{h} u\right)^{\prime},\left(v_{h}^{\mathrm{b}}\right)^{\prime}\right\rangle_{\mathrm{L}^{2}(0,1)} & \text { for all } v_{h}^{\mathrm{b}} \in \mathrm{~V}_{h}^{\mathrm{b}}, \\
B_{k}\left(z_{2 h}^{\mathrm{b}}, v_{h}^{\mathrm{b}}\right)=-k^{2}\left\langle u-I_{h} u, v_{h}^{\mathrm{b}}\right\rangle_{\mathrm{L}^{2}(0,1)} & \text { for all } v_{h}^{\mathrm{b}} \in \mathrm{~V}_{h}^{\mathrm{b}} . \tag{55}
\end{array}
$$

For each one of the solutions of the discrete variational problems stated above, some of the estimates written in the previous sections can be applied. More precisely, if analogous derivations to those used to obtain (48), a coercive estimate similar to (12), and (15) are applied respectively to the solutions of problems (52)-(55), then it is satisfied

$$
\begin{aligned}
& \left|z_{1 h}^{\mathrm{v}}\right|_{1} \leq C k\left|u-I_{h} u\right|_{1}, \\
& \left|z_{2 h}^{\mathrm{v}}\right|_{1} \leq C k\left|\frac{k}{k^{\prime}}\right|\left|u-I_{h} u\right|_{1}, \\
& \left|z_{1 h}^{\mathrm{b}}\right|_{1} \leq C\left|u-I_{h} u\right|_{1}, \\
& \left|z_{2 h}^{\mathrm{b}}\right|_{1} \leq C h k^{2}\left|u-I_{h} u\right|_{1},
\end{aligned}
$$

where $C$ is a positive constant independent of $h, k$, and $\delta$ (depending only on $\alpha$ and $\beta$ ).
Finally, collecting all these estimates and using the fact that $z_{h}=z_{1 h}^{\mathrm{v}}+z_{2 h}^{\mathrm{v}}+z_{1 h}^{\mathrm{b}}+z_{2 h}^{\mathrm{b}}$, then

$$
\left|z_{h}\right|_{1} \leq C(1+k)\left|u-I_{h} u\right|_{1}+C k\left\|u-I_{h} u\right\|_{0},
$$

from which (51) is concluded applying a Poincare inequality and due to $k$ is strictly positive lower bounded far from zero.

Remark 7.4. The arguments used in this section are not specific for the one-dimensional case and they can be used in the numerical analysis of the problem in higher dimensions, once the interpolant operator $I_{h}$ has been designed in a similar manner (see Remarks A.3-A.5).

Corollary 7.5. Let $u \in \mathrm{H}^{1}(0,1)$ be an oscillatory solution of the variational problem (2) and let $u_{h} \in \mathrm{~V}_{h}$ be the solution of the PUFEM discrete problem defined in (7), both with null source term $f=0$. Under assumptions (H1)-(H5), it holds

$$
\begin{equation*}
\left|u-u_{h}\right|_{1} \leq C k h^{2} \delta^{2}|u|_{1}, \tag{56}
\end{equation*}
$$

where $C$ is a positive constant independent of $h, \delta$, and $k$.
Proof. The combination of estimates (51) and (A.17) leads to (56).
As it will be checked in the following section, this estimate can be improved for oscillatory solutions. Since they are solutions of the Helmholtz equation with smooth right-hand side $f \in$ $\mathrm{H}^{l}(0,1)$ with $l \geq 1$, duality stability estimates (analogous to that one described in [18, Theorem 3.2]) should be used to obtain a more accurate estimate (possibly independent of $k$ ).

## 8. Numerical Results

In this section, some numerical results are shown in order to illustrate how the PUFEM discrete errors depend on the mesh size $h$, the wave number $k$, and the perturbation parameter $\delta$. For this purpose, the boundary data are chosen in problem (1) to obtain $u(x)=\sin (k x)$ as the exact solution. Firstly, plots in Figure 1 illustrate the second-order accuracy of the PUFEM interpolation errors



Figure 1: Interpolation $\mathrm{H}^{1}$-errors of the PUFEM solution (computed when the exact solution is given by $u(x)=$ $\sin (k x)$ ), plotted with respect to the mesh size but fixing the value of the perturbation parameter $\delta=10^{-2}$ (left) or the wave number $k=100$ (right).
with respect to the mesh size $h$ and the spurious perturbation parameter $\delta$. It can be observed that the error estimates obtained in Appendix A are sharp in terms of both parameters $h$ and $\delta$, and independent of the wave number value.

The relative error for the PUFEM discretization has been computed in terms of the $\mathrm{H}^{1}$-seminorm. All the computations have been performed with 48 digits of precision using the ADVANPIX toolbox [22], to avoid round-off errors and numerical instabilities coming from a high condition number associated with the matrices involved in the discrete PUFEM linear systems. Besides, the $\mathrm{H}^{1}$ relative errors have been computed using the approximation $\left|u-u_{h}\right|_{1} \approx\left(\vec{u}_{h}-\vec{I}^{h} u\right)^{*} \mathcal{K}_{h}\left(\vec{u}_{h}-\vec{I}^{h} u\right)$, where $\vec{u}_{h}$ is the vector of degrees of freedom corresponding to the PUFEM approximation $u_{h}, \mathcal{K}_{h}$ is the discrete stiffness matrix associated to the PUFEM method, and $\vec{I}^{h} u$ is the vector of degrees of freedom corresponding to the PUFEM interpolation function $I_{h} u$ of the exact solution $u$.

Plots in Figure 2 illustrate the second-order accuracy of the PUFEM approximation with respect to the mesh size $h$ and the spurious perturbation parameter $\delta$. Moreover, Figure 2 also shows the dependence of PUFEM relative errors on the wave number $k$. It can be checked that the overall trend exhibited by the PUFEM relative error does not depend on the wave number value. However, the position of the first peak in the error curves depends on the wave number (moving to lower values of $h$ as soon as $k$ is increased). Also, the convergent second-order behavior of the perturbation parameter $\delta$ that holds in (51) for the PUFEM discretization can be checked for $\mathrm{H}^{1}$-error curves.

Finally, the estimated 1-norm condition number [12] associated with the PUFEM discrete matrix is shown in Figure 3. Two different behaviors are observed at pre-asymptotic ( $h k \simeq 1$ ) and


Figure 2: Approximation $\mathrm{H}^{1}$-errors of the PUFEM solution (computed when the exact solution is given by $u(x)=$ $\sin (k x)$ ), plotted with respect to the mesh size but fixing the value of the perturbation parameter $\delta=10^{-2}$ (left) or the wave number $k=100$ (right).
asymptotic regime ( $h k \ll 1$ ) of order $h^{-1}$ and $h^{-6}$, respectively. It can also be checked that the peaks on the condition number correspond to the peaks, also presented in the approximation $\mathrm{H}^{1}$ errors reported in Figure 2.


Figure 3: Condition number of the PUFEM discrete matrix plotted with respect to the mesh size but fixing the value of the perturbation parameter $\delta=10^{-2}$ (left) or the wave number $k=100$ (right).

## 9. Analysis extension to higher dimensions

The starting point for the pollution and numerical dispersion analysis of any kind of numerical method in higher dimensions consists in the study of their numerical properties in a onedimensional problem. Examples of such process can be found for instance in [13] and [1], where
the one-dimensional FEM problem is used as a stepping stone to analyze the two- or threedimensional case in uniform structured meshes (or tensor product meshes). The case of the PUFEM method is not an exception, and the present contribution represents the first effort on performing such one-dimensional analysis in the scientific literature.

The present work has two novel main ingredients in the PUFEM numerical analysis: (i) the use of a global condensation procedure to split the discrete space between nodal-supported functions and those others, which can be understood as "bubble"-like discrete functions, (ii) the use of specific wave-like interpolation operator to obtain a plane-wave representation of smooth solutions. Beyond the specificities of the one-dimensional computations, these two key ingredients should be present in the dispersion analysis in higher dimensions.

## 10. Conclusions

In this work, a one-dimensional Helmholtz problem and its weak formulation have been considered. The inf-sup continuous ans discrete conditions have been demonstrated. A plane wave based PUFEM discretization in terms of exponential and trigonometrical functions has been described. Two interpolation estimates have been proved, and from that, an a priori error estimate for the approximation computed by means of the PUFEM discretization has been deduced. The numerical results confirm the second order of accuracy of the PUFEM approximation with respect to the mesh size $h$ and the additional perturbation parameter $\delta$ that is stated in the error estimate. However, the error estimates obtained are not optimal with respect to the wave number parameter. To obtain sharper estimates in terms of the wave number requires a finer analysis on the spectrum of the PUFEM discrete matrix (and subsequently, also on its condition number), which is not included in the scope of the present work and it will be part of the topics of further research.

Additionally, it should be mentioned that the robustness and the numerical dispersion analysis presented in this work are applicable to the numerical analysis of a domain decomposition method [2] focused on the solution of vibrational problems in three-dimensional trusses structures [30], which are forced to work in tension/compression. This three-dimensional application is far from the scope of the present article and it will be part of a forthcoming work.
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## Appendix A. Interpolation estimates

The design of an accurate interpolant-like operator for PUFEM involves two strategies, which are going to be combined in order to obtain an accurate and computational efficient discrete approximation of a given function. First, an interpolant-like operator will be defined for any mesh size $h$, which will be qualified as pre-asymptotic. Second, for $h$ small enough, a $\mathbb{P}_{2}$-based interpolant will be recast for the PUFEM discrete space, which will be identified as an asymptotic
interpolant. Finally, the combination of both approximations allows an accurate approximation for the $\mathrm{H}^{1}$-projection in the PUFEM discrete space.

## Appendix A.1. Pre-asymptotic interpolant-like operator

Any given function $v \in \mathrm{H}^{2}(0,1)$ has been split into two parts, traveling, respectively, to the right (and whose intensity vector points towards the positive axis) and to the left. This splitting is given by the differential operators involved in the Sommerfeld radiation condition, this is, for $v \in \mathcal{C}^{1}(0,1)$,

$$
\begin{equation*}
v=\underbrace{\frac{1}{2 i k}\left(v^{\prime}+i k v\right)}_{\text {right-traveling }}-\underbrace{\frac{1}{2 i k}\left(v^{\prime}-i k v\right)}_{\text {left-traveling }} . \tag{A.1}
\end{equation*}
$$

Then, the interpolant $I_{p} v \in \mathrm{X}_{h}$ is defined by

$$
\begin{equation*}
I_{p} v=\frac{1}{2 i k} \sum_{j=0}^{n}\left(\left(v^{\prime}\left(x_{j}\right)+i k v\left(x_{j}\right)\right) \psi_{j}^{+}-\left(v^{\prime}\left(x_{j}\right)-i k v\left(x_{j}\right)\right) \psi_{j}^{-}\right) . \tag{A.2}
\end{equation*}
$$

From (A.2) and (8), it is immediate to check that

$$
\begin{equation*}
\left(I_{p} v\right)(x)=\sum_{j=0}^{n}\left(\frac{v^{\prime}\left(x_{j}\right)}{k} \psi_{j}^{\mathrm{b}}(x)+v\left(x_{j}\right) \psi_{j}^{\mathrm{v}}(x)\right), \tag{A.3}
\end{equation*}
$$

and hence, it holds $I_{p} v\left(x_{j}\right)=v\left(x_{j}\right)$ trivially.
However, despite of having used the point-wise values of the derivatives at the mesh nodes $v^{\prime}\left(x_{j}\right),\left(I_{p} v\right)^{\prime}\left(x_{j}\right) \neq v^{\prime}\left(x_{j}\right)$ and, moreover, $I_{p} v$ does not belong to $C^{1}(0,1)$. So, the point-wise evaluation of the derivative of $I_{p} v$ is not well-defined.

An unusual feature of the interpolant-like operator $I_{p}: \mathrm{H}^{2}(0,1) \rightarrow \mathrm{X}_{h}$ is that, in general, $I_{p} v_{h} \neq$ $v_{h}$ for a given $v_{h} \in \mathrm{X}_{h}$, as it can be shown considering $v_{h}(x)=e^{+i(k+\delta) x}$. In this case, for $\delta \neq 0$, and taking into account (A.2),

$$
v_{h}=\sum_{j=0}^{n} e^{i(k+\delta) x_{j}} \Psi_{j}^{+} \neq \sum_{j=0}^{n}\left(\left(1+\frac{\delta}{2 k}\right) e^{i(k+\delta) x_{j}} \psi_{j}^{+}-\frac{\delta}{2 k} e^{i(k+\delta) x_{j}} \Psi_{j}^{-}\right)=I_{p} v_{h} .
$$

However, it is fulfilled that $I_{p}\left(\mathrm{X}_{h}\right) \subseteq \mathrm{X}_{h}, I_{p}\left(\mathrm{~V}_{h}\right) \subseteq \mathrm{V}_{h}$, and also the following error estimate:
Lemma A.1. Under hypothesis (H1)-(H2), if $u \in \mathrm{~V}$ is a solution of the homogeneous Helmholtz equation, then there exists the interpolant-like discrete function $u_{\mathrm{I}}=I_{p} u \in X_{h}$ defined by (A.2) that satisfies

$$
\begin{align*}
\inf _{v_{h} \in \mathrm{X}_{h}}\left\|u-v_{h}\right\|_{0} & \leq\left\|u-I_{p} u\right\|_{0} \leq C h^{2} \delta^{2}\|u\|_{0}  \tag{A.4}\\
\inf _{v_{h} \in \mathrm{X}_{h}}\left|u-v_{h}\right|_{1} & \leq\left|u-I_{p} u\right|_{1} \leq\left(\frac{C h}{k}+\hat{C} h^{2}\right) \delta^{2}|u|_{1}, \tag{A.5}
\end{align*}
$$

where the positive constants $C$ and $\hat{C}$ only depend on $\varepsilon$.
Proof. Firstly, since $u$ is the solution of the Helmholtz equation with null right-hand side, $u \in$ $\mathrm{H}^{2}(0,1)$, and so $I_{p} u$ is well-defined. Now, since $u_{\mathrm{I}}=I_{p} u \in X_{h}$, any restriction of $u_{\mathrm{I}}$ to the mesh
element $\left[x_{j}, x_{j+1}\right]$ should be written as a linear combination of basis functions in $X_{h}$ which are not null on that element, this is, those functions multiplied by $\varphi_{j}$ and $\varphi_{j+1}$. Hence, if $x \in\left[x_{j}, x_{j+1}\right]$,

$$
\begin{aligned}
u_{\mathrm{I}}(x)= & \alpha_{1 j} \psi_{j}^{+}(x)+\alpha_{2 j} \psi_{j+1}^{+}(x)+\alpha_{3 j} \psi_{j}^{-}(x)+\alpha_{4 j} \psi_{j+1}^{-}(x) \\
= & \alpha_{1 j} \varphi_{j}(x) e^{i(k+\delta)\left(x-x_{j}\right)}+\alpha_{2 j} \varphi_{j+1}(x) e^{i(k+\delta)\left(x-x_{j+1}\right)} \\
& +\alpha_{3 j} \varphi_{j}(x) e^{-i(k+\delta)\left(x-x_{j}\right)}+\alpha_{4 j} \varphi_{j+1}(x) e^{-i(k+\delta)\left(x-x_{j+1}\right)}, \quad \text { for } x \in\left[x_{j}, x_{j+1}\right] .
\end{aligned}
$$

Since the exact solution for the homogeneous Helmholtz equation is given by $u(x)=A e^{i k x}+B e^{-i k x}$, from (A.2) it is easy to check that $\alpha_{1 j}=A e^{i k x_{j}}, \alpha_{2 j}=A e^{i k x_{j+1}}, \alpha_{3 j}=B e^{-i k x_{j}}$ and $\alpha_{4 j}=B e^{-i k x_{j+1}}$ for $j=0, \ldots, n$, and so it holds

$$
\left\|u-u_{I}\right\|_{0}^{2} \leq\left(|A|^{2}+|B|^{2}\right) \sum_{j=0}^{n-1} \int_{x_{j}}^{x_{j+1}}\left|e^{i k x}-e^{-i \delta x_{j}} \varphi_{j}(x) e^{i(k+\delta) x}-e^{-i \delta x_{j+1}} \varphi_{j+1}(x) e^{i(k+\delta) x}\right|^{2} \mathrm{~d} x .
$$

The integrals in the previous sum can be computed explicitly, and it is immediate to check that they are identical (the integrands are the square modulus of conjugate expressions) and independent of the mesh element $\left[x_{j}, x_{j+1}\right]$, and the wave number $k$. For the trivial case $(\delta=0)$, it is direct to prove that their value is null. For $\delta \neq 0$, it holds

$$
\begin{aligned}
& \int_{x_{j}}^{x_{j+1}}\left|e^{i k x}-e^{-i \delta x_{j}} \varphi_{j}(x) e^{i(k+\delta) x}-e^{-i \delta x_{j+1}} \varphi_{j+1}(x) e^{i(k+\delta) x}\right|^{2} \mathrm{~d} x \\
& \quad=\int_{0}^{h}\left|1-\frac{h-x}{h} e^{i \delta x}-\frac{x}{h} e^{i \delta(x-h)}\right|^{2} \mathrm{~d} x=\frac{5}{3} h-\frac{4}{\delta^{2} h}+\left(\frac{h}{3}+\frac{4}{\delta^{2} h}\right) \cos (\delta h),
\end{aligned}
$$

and taking into account the identical contribution of the integrals in each element of the mesh,

$$
\left\|u-u_{\mathrm{I}}\right\|_{0}^{2} \leq\left(|A|^{2}+|B|^{2}\right) \frac{1}{h}\left(\frac{5}{3} h-\frac{4}{\delta^{2} h}+\left(\frac{h}{3}+\frac{4}{\delta^{2} h}\right) \cos (\delta h)\right) .
$$

Now, using a Taylor expansion for the expression in the second term of the previous inequality and (A.8), it holds

$$
\begin{equation*}
\left\|u-u_{\mathrm{I}}\right\|_{0}^{2} \leq\left(|A|^{2}+|B|^{2}\right) \frac{17}{360} \delta^{4} h^{4} \leq \frac{17 C_{\varepsilon}}{360} \delta^{4} h^{4}\|u\|_{0}^{2} \tag{A.6}
\end{equation*}
$$

and so (A.4) is proved.
In order to obtain (A.5), analogous arguments can be utilized to bound the $\mathrm{H}^{1}$-seminorm of $u-u_{\mathrm{I}}$. In fact, for $\delta \neq 0$, using straightforward computations on the integral contribution at each mesh element and taking into account a Taylor expansion for the $h$-dependent expressions, it holds

$$
\begin{align*}
\left|u-u_{\mathrm{I}}\right|_{1}^{2} \leq & \left(|A|^{2}+|B|^{2}\right) \sum_{j=0}^{n-1}\left(\frac{2}{h}+h k^{2}+\frac{2}{3} h(k+|\delta|)^{2}-\frac{4 k^{2}}{\delta^{2} h}-2(k+|\delta|) \sin (|\delta| h)\right. \\
& \left.+2 \cos (\delta h)\left(-\frac{1}{h}+\frac{h}{6}(k+|\delta|)^{2}+\frac{2 k^{2}}{\delta^{2} h}\right)\right) \leq \frac{C_{\varepsilon}}{12} \delta^{4} \frac{h^{2}}{k^{2}}|u|_{1}^{2}+\frac{7 C_{\varepsilon}}{72} \delta^{4} h^{4}|u|_{1}^{2} . \tag{A.7}
\end{align*}
$$

In the last inequality written above, it has been used that $|\delta| / k \leq 1$ (assumption (H1)), and an analogous estimate to (A.8) for the $\mathrm{H}^{1}$-seminorm, this is, $k^{2}\left(|A|^{2}+|B|^{2}\right) \leq C_{\varepsilon}|u|_{1}^{2}$. Hence, estimate (A.5) is obtained, with positive constants $C=\sqrt{C_{\varepsilon} / 12}$ and $\hat{C}=\sqrt{7 C_{\varepsilon} / 72}$ independent of $h, \delta$, and $k$.

Remark A.2. To obtain (A.6), it has been used

$$
\begin{equation*}
|A|^{2}+|B|^{2} \leq C_{\varepsilon}\|u\|_{0}^{2} \tag{A.8}
\end{equation*}
$$

with $C_{\varepsilon}>0$ depending only on $\varepsilon$. This bound can be derived immediately since the exact solution is given by $u(x)=A e^{i k x}+B e^{-i k x}$ and so

$$
\begin{aligned}
\|u\|_{0}^{2} & =\int_{0}^{1}\left|A e^{i k x}+B e^{-i k x}\right|^{2} \mathrm{~d} x=\int_{0}^{1}\left(|A|^{2}+|B|^{2}+2 \operatorname{Re}\left(A \bar{B} e^{2 k i x}\right)\right) \mathrm{d} x \\
& =|A|^{2}+|B|^{2}-\operatorname{Re}(A \bar{B}) \frac{\sin (2 k)}{k}-\operatorname{Im}(A \bar{B}) \frac{\cos (2 k)-1}{k} \\
& \geq|A|^{2}+|B|^{2}-\frac{2}{k}|A||B| \geq\left(1-\frac{1}{k}\right)\left(|A|^{2}+|B|^{2}\right) \geq\left(1-\frac{1}{\varepsilon}\right)\left(|A|^{2}+|B|^{2}\right),
\end{aligned}
$$

where assumption (H2) ensures that $1-1 / k$ is a monotonically decreasing function, bounded in $[\varepsilon,+\infty)$, and so satisfying the estimate (A.8) with $C_{\varepsilon}=1-1 / \varepsilon$.

Remark A.3. The pre-asymptotic interpolation procedure introduced above is based on a planewave representation of the solutions of the Helmhotz problem. So, its extension to higher dimensions this kind of novel interpolants should be extended based on the Vekua's theory [28]. More precisely, in the two-dimensional case, assuming that the preferred angles of incidence $\theta_{l}, l=0, \ldots, M$, are uniformly distributed in $(0,2 \pi]$ (see Remark 3.1), and $M$ is odd, then any smooth function $v$ could be split into $M+1$-terms as follows:

$$
v=\frac{1}{(M+1) i k} \sum_{l=0}^{M}\left(\nabla v \cdot \frac{\vec{k}_{l}}{k}+i k v\right)
$$

with $\vec{k}_{l}=k\left(\cos \theta_{l}, \sin \theta_{l}\right)^{T}, l=0, \ldots, M$. Hence, in the two-dimensional case the interpolant $I_{p} v \in$ $\mathrm{X}_{h}$ is given by

$$
\left[I_{p}(v)\right](\vec{x})=\frac{1}{(M+1) i k} \sum_{j=0}^{n} \sum_{l=0}^{M}\left(\nabla v \cdot \frac{\vec{k}_{l}}{k}+i k v\left(\vec{x}_{j}\right)\right) e^{i \vec{k}_{l} \cdot \vec{x}} \varphi_{j}(\vec{x})
$$

where $\vec{x}_{j}, j=0, \ldots, n$, are the coordinates of the vertices in the mesh.
Appendix A.2. Asymptotic $\mathbb{P}_{2}$-based interpolant
In this subsection, an asymptotic interpolant $I_{2}$ is introduced when the product $h(k+|\delta|)$ is bounded (which holds under hypothesis (H3)). The definition is based on the standard $\mathbb{P}_{2^{-}}$ interpolant. Then, for a given $v \in \mathrm{H}^{1}(0,1)$, the interpolant $I_{2} v(x)=\sum_{j=0}^{n}\left(\gamma_{j}^{\mathrm{b}} \psi_{j}^{\mathrm{b}}(x)+\gamma_{j}^{\mathrm{v}} \Psi_{j}^{\mathrm{v}}(x)\right) \in$
$\mathrm{X}_{h}$ is defined by imposing

$$
\begin{align*}
& I_{2} v\left(x_{j}\right)=v\left(x_{j}\right) \quad \text { for } j=0, \ldots, n,  \tag{A.9}\\
& I_{2} v\left(\frac{x_{j}+x_{j+1}}{2}\right)=v\left(\frac{x_{j}+x_{j+1}}{2}\right) \text { for } j=0, \ldots, n-1 . \tag{A.10}
\end{align*}
$$

Since these conditions form a set of $2 n+1$ linear equations, an additional equation is required to have a well-posed linear problem with a unique solution (see Remark 7.2 for a detailed discussion). Arbitrarily, it can be fixed $\gamma_{0}^{\mathrm{b}}=0$. From (A.9), $\gamma_{j}^{\mathrm{v}}=v\left(x_{j}\right)$. So, since $\gamma_{0}^{\mathrm{b}}=0$, it is necessary to compute only $\gamma_{j}^{\mathrm{b}}$ for $j=1, \ldots, n-1$. Then, taking into account (A.10) for $j=1, \ldots, n$,

$$
v\left(\frac{x_{j}+x_{j+1}}{2}\right)=\gamma_{j}^{\mathrm{b}} \varphi_{j}\left(\frac{x_{j}+x_{j+1}}{2}\right) \sin \left((k+\delta) \frac{h}{2}\right)-\gamma_{j+1}^{\mathrm{b}} \varphi_{j+1}\left(\frac{x_{j}+x_{j+1}}{2}\right) \sin \left((k+\delta) \frac{h}{2}\right),
$$

which leads to

$$
\gamma_{j+1}^{\mathrm{b}}=\frac{-2}{\sin \left((k+\delta) \frac{h}{2}\right)}\left(v\left(\frac{x_{j}+x_{j+1}}{2}\right)-\frac{\gamma_{j}^{\mathrm{b}}}{2} \sin \left((k+\delta) \frac{h}{2}\right)\right) \text { for } j=1, \ldots, n-1
$$

Notice that, since $h(k+\delta)<\pi$, then the expression $\sin ((k+\delta) h / 2)$ will always be strictly positive, and the coefficients $\gamma_{j}^{\mathrm{b}}$ for $j=0, \ldots, n$ are always well-defined.

Lemma A.4. If $v \in \mathrm{~V}$ is a solution of the homogeneous Helmholtz equation, then there exists a constant $C$ independent of $h, k$ and $\delta$ such that

$$
\begin{align*}
& \left\|v-I_{2} v\right\|_{0} \leq C h^{3} k^{3}\|v\|_{0},  \tag{A.11}\\
& \left|v-I_{2} v\right|_{1} \leq C h^{2} k^{2}|v|_{1} . \tag{A.12}
\end{align*}
$$

Proof. Let $I_{\mathbb{P}^{2}}$ be the continuous piecewise $\mathbb{P}^{2}$ interpolant. Since $v$ is a solution of the homogeneous Helmholtz equation, $v \in \mathrm{H}^{3}(0,1)$ and hence, the order of approximation of this polynomial interpolant is optimal in the sense that (see [18, Section 1.5])

$$
\begin{equation*}
\left\|v-I_{\mathbb{P}^{2}} v\right\|_{0}+h\left|v-I_{\mathbb{P}^{2}} v\right|_{1} \leq C h^{3}|v|_{3}, \tag{A.13}
\end{equation*}
$$

where $C$ is a constant independent of $h$. Direct computations, analogous to those used in Lemma A. 1 (taking into account that $v$ is a linear combination of sine and cosine functions and using the Taylor approximations of the PUFEM local basis functions) allow us to prove

$$
\left\|v-I_{2} v\right\|_{0}+h\left|v-I_{2}\right|_{1} \leq C h^{3}|v|_{3},
$$

from which (A.11) and (A.12) follows by using that $v$ is an oscillatory solution (and hence $|v|_{3} \leq$ $C k^{3}\|v\|_{0}$ and $|v|_{3} \leq C k^{2}|v|_{1}$, being $C$ a positive constant independent of $k$ ).

Remark A.5. An analogous argument can be extended to higher dimensions to define an adequate asymptotic polynomial interpolant. In the case of a PUFEM enrichment involving $M+1$ plane waves (see Remark 3.1), then $I_{2}$ should be replaced by a $\mathbb{P}^{m}$-based interpolant with $m \geq 2$, where
$m$ depends on $M$, and it must be selected to match the order of convergence of the pre-asymptotic interpolant $I_{p}$.

## Appendix A.3. An accurate global interpolation procedure

Finally, the combination of the pre-asymptotic interpolant-like operator $I_{p}$ and the asymptotic interpolant $I_{2}$, leads to an accurate global interpolant $I_{h}$, with similar approximation properties to those exhibited by the discrete projection operators. This new global operator $I_{h}: \mathrm{H}^{1}(0,1) \rightarrow \mathrm{X}_{h}$ is given by $I_{h} v=I_{p} v$ if $h(k+|\delta|) \geq \pi$ (pre-asymptotic regime) and $I_{h} v=I_{p} v+I_{2} v-I_{2} I_{p} v$ if $h(k+|\delta|)<1$ (asymptotic regime under hypothesis (H3)). Due to the approximation properties of both interpolant operators, it is easy to obtain estimates for this new operator $I_{h}$ as follows.

Lemma A.6. Under hypothesis (H1)-(H2), if $u \in \mathrm{~V}$ is a solution of the homogeneous Helmholtz equation, then it holds: if $h(k+|\delta|)>\pi$,

$$
\begin{array}{r}
\left\|u-I_{h} u\right\|_{0} \leq C h^{2} \delta^{2}\|u\|_{0}, \\
\left|u-I_{h} u\right|_{1} \leq \hat{C} h^{2} \delta^{2}|u|_{1}, \tag{A.15}
\end{array}
$$

and, if $h(k+|\delta|)<1$ (hypothesis (H3)),

$$
\begin{array}{r}
\left\|u-I_{h} u\right\|_{0} \leq C h^{3} k \delta^{2}\|u\|_{0}, \\
\left|u-I_{h} u\right|_{1} \leq \hat{C} h^{2} \delta^{2}|u|_{1}, \tag{A.17}
\end{array}
$$

where the positive constants $C$ and $\hat{C}$ do not depend on $h, k$, and $\delta$.
Proof. First, the case $h k \geq \pi$ is considered. In this case, $I_{h}=I_{p}$, which gives directly (A.14) from (A.4). Estimate (A.15) follows from (A.5), since, for $h k \geq \pi$,

$$
\left|u-I_{h} u\right|_{1} \leq\left(\frac{C h}{k}+\hat{C} h^{2}\right) \leq(C+\hat{C}) h^{2} \delta^{2}|u|_{1}
$$

Then, the case $h(k+|\delta|)<1$ is considered. Using the fact that $2 \pi / k$ is an upper bound of the mesh size $h$, (A.4) implies

$$
\begin{equation*}
\left\|u-I_{p}\right\|_{0} \leq C h^{2} \delta^{2}\|u\|_{0} \leq \frac{C \delta^{2}}{k^{2}}\|u\|_{0} \tag{A.18}
\end{equation*}
$$

Then, taking into account the definition of the operator $I_{h}$ and estimates (A.11) and (A.18),

$$
\begin{aligned}
\left\|u-I_{h} u\right\|_{0} & =\left\|u-\left(I_{p} u+I_{2} u-I_{2} I_{p} u\right)\right\|_{0}=\left\|\left(u-I_{p} u\right)-I_{2}\left(u-I_{p} u\right)\right\|_{0} \\
& \leq C h^{3} k^{3}\left\|u-I_{p} u\right\|_{0} \leq C h^{3} k^{3} \frac{C \delta^{2}}{k^{2}}\|u\|_{0}=C^{2} h^{3} k \delta^{2}\|u\|_{0}
\end{aligned}
$$

and hence (A.16) is obtained. Analogously, from (A.5) and since $h \leq 2 \pi / k$,

$$
\begin{equation*}
\left|u-I_{p}\right|_{1} \leq C h^{2} \delta^{2}|u|_{1} \leq \frac{C \delta^{2}}{k^{2}}|u|_{1} . \tag{A.19}
\end{equation*}
$$

Then, taking into account the definition of the operator $I_{h}$ and estimates (A.12), and (A.19),

$$
\begin{aligned}
\left|u-I_{h} u\right|_{1} & =\left|u-\left(I_{p} u+I_{2} u-I_{2} I_{p} u\right)\right|_{1}=\left|\left(u-I_{p} u\right)-I_{2}\left(u-I_{p} u\right)\right|_{1} \\
& \leq C h^{2} k^{2}\left|u-I_{p} u\right|_{1} \leq C h^{2} k^{2} \frac{C \delta^{2}}{k^{2}}|u|_{1}=C^{2} h^{2} \delta^{2}|u|_{1},
\end{aligned}
$$

and consequently (A.17) follows.
Remark A.7. In view of the arguments used in the proof described above, the operator $I_{h}$ can be read as a correction of the interpolant-like operator $I_{p}$ using the $I_{2}$-interpolant of its approximation error. More precisely, if $e_{h}$ denotes the interpolation error made by $I_{p} u\left(i . e ., e_{h}=u-I_{p} u\right.$ ) then the value of the global interpolation under hypothesis (H3), this is, for $h(k+|\delta|)<1$, is given by $I_{h} u=I_{p} u+I_{2} e_{h}$. Hence, it is shown that $I_{h}$ is an interpolant operator in $\mathrm{V}_{h}$ at the mesh vertices $\left\{x_{j}\right\}_{j=0}^{n}$ since

$$
\left(I_{h} u\right)\left(x_{j}\right)=\left(I_{p} u\right)\left(x_{j}\right)+\left(I_{2} e_{h}\right)\left(x_{j}\right)=\left(I_{p} u\right)\left(x_{j}\right)+e_{h}\left(x_{j}\right)=u\left(x_{j}\right) .
$$
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